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ABSTRACT

Branding and brand management have been top maeagenorities in the
hotel industry. Some researchers have concludedtimag branding would be an
efficient way for hotels and hotel chains to diffietiate themselves from each other.
Recent studies have focused on the establishmenb@ind equity model and the
relevant causal relationships of the model. Moghete studies have used types of
desirability scales examining the importance ofuriial factors in measuring brand
equity. However, they ignore the trade-offs th&efand characterize choice.
Particularly, the personal decision process imphigdhe hierarchical brand equity model
is absent. This study proposed two alternative oreasof brand equity, analytic
hierarchy process (AHP) and conjoint analysis (@& rddress these limitations. The
AHP and the CA were compared using several validi@asures to aid in selecting
efficient methods. This study examined the validityAHP and CA under two data
collection methods applied to hotel branding: papssed survey and online survey.
Result showed that the AHP data collection methesl® easier, as well as with respect
to saving time and costs. Results also indicatatlittte AHP is equivalent to the CA with
respect to predictive accuracy. Practical diffeesnior hotel branding in attribute
preferences were clearly observed between the AldRhe CA. The AHP results were
consistent with previous studies by awarding higpartance to perceived quality and
brand loyalty and lower importance to brand awassraad brand image. Managerial
implications were provided for results. In termgadcticality in data collection, the
study results revealed that the data gatheredeldeds to a slightly lower internal and
predictive validity. A limitation of this study wdkat the two methods were not perfectly



comparable. Nevertheless, the validity of both Adtid CA seems satisfactory for both
methods. The study results also offer useful petspes to consider when choosing

between the two methods, as well as between AHFRC&nd



DEDICATION

This is for my parents, for always encouraging amgiporting me.



ACKNOWLEDGMENTS

First and foremost, | am immensely grateful to Dmothy Tyrrell, my mentor
and dissertation committee chair. This work woubtl mave been possible without his
valuable help and patient support. | consider niyas=ly lucky to have Dr. Timothy
Tyrrell serve as the major professor for my Ph.dgpam. What a great example and
admirable scholar! This dissertation would not hiagen possible without the help,
support and patience of my other committee memierdathleen Andereck, Dr.
Muzaffer Uysal, and Dr. Gyan Nyaupane. | would ligghank the Arizona Board of
Regents (ABOR) for financial support for this pje=inally, | am so thankful to my
wife and parents for their encouragement and stsoipgort. Especially, my wife who

has been with me all the way and has been my mametat finish this “long voyage.”



TABLE OF CONTENTS

Page
LIST OF TABLES ... .ottt e e emeeenr e e e e e e e e e e e e e X
LIST OF FIGURES ... .ottt s s e e e e et et et et e e s e e e s ansnnnnns Xii
CHAPTER
1 INTRODUCTION ...ttt coieee e s s s e e e e e e e e e e e e eeeeaaassssnss s smmmmms e e e eeeeesnnnes 1
Statement of Problem ... e 6
Research ODJECHIVES .........oooi e 13
Research QUESHIONS .......couiiiiiiiiii s ececcee et emmmmm e 13
Structure Of the StUAY .......cooiiiii e e 20
2  LITERATURE REVIEW .....oouiiit ittt e e e e e e eeeeaaa s mmmmme e 22
Understanding Consumer Decision Making.....cccce oo 22
Consumer ChoiCE TNEOIY .....cciiuueiiiie ettt e 25
Multiattribute Choice MOMEIS ..........cooiiieei e 31
Conjoint ANalySIiS MOAEL..........cooiiiiiiiiiie s 31
ASSUMPLION OF CA .o 33.
Identification of Attributes and Attribute Levels..........c.cccooiienenn. 33
Selection of Preference Model............ocoeeeeeiiiiiiiiiiiiee e, 34
Selection of A Data Collection Method ......cccceeeeeeiiiiiiiiiiieiiiiieeee, 36
StMUIUS Set CONSIIUCTION .....vviieiee et e e e e e sieeeeeee e 37
SMUIUS PreSentation...........ocuveeiisceeeeeeee e 38.

Measurement Scale for the Dependent Variable.............................38

EStimation MethOAS ......c.noiieeeee e 39.



CHAPTER Page

The Analytic Hierarchy Process (AHP).......ccceiiiiiiii e 1.4
ASSUMPLION OF AHP ..o e 1.4
Construction of the AHP Hierarchy ..o 42
Estimation of EIeMents ..........oooiiiiiieeceeee e 3.4

Conceptual Comparison of the AHP and CA....ccccceeiiieieiiieece, 45

Determining Attributes in Preference Measurement...........ccccocccvvveeeeeennnee. 47

Brand EQUILY ....oooeieeieee ettt e et emmmmm e 49

Service Branding and Hotel Brand EQUILY ... .eeeeiiee i 49

Dimensions of Brand EQUILY ..........ccoiiiiiieeeeeiieeee e e 53
Brand AWAIENESS .......coieiiiiiiiiiiie s ieeeeee st e e e e e e e e snneeeeee s 53.
Brand IMAge .......couiiiiiiiiiie et et 53
Perceived QUAlILY ..........oouiiiiiiiiie e 53
Brand LOYaltY .......coooiiiiiiiee ittt 53

3 SURVEY METHODOLOGY ...cciiiiit eevvvees e sesssnnsnssseeeeasesssssessssssssssssmmnns 56

Sample and ProCERAUIE ..........uueiiiie e e 56

(D211 T e= (o] 1S PR 57

QUESHIONNAITE DESIGN .ceviiiiiiiiiiiie e cceeee ettt e e e e e 58

Conjoint Experimental DeSIgN ...........uevviiieeiiiiiieiee e eeiiieee e 59

AHP Experimental DeSIgN ........ccuui i e 63

A Comparison Of AHP and CA.........oiii et 65.

CoNtrol VariabIe .........ooooiiiiiii e e e 68
Gender, Age, and Education Level..........ccoiiiiiiiiiiiieeeee 68

Vi



CHAPTER

Page

Hotel Visitation Knowledge and Involvement....cccccvvveeeeenneee... 69

4 RESULTS .o et mmm ettt e e 73

Respondents to the Offline Version ... 73

Respondents to the Online Version.........ceeeiiieeeesnniiieeeeeseesee 1D

Control Variable ANAIYSIS .......ccooiiiiiiiieeeeeee e 77
GENAEr AN AQE ... eeeeee e e 77
Hotel Knowledge and Involvement ... 78.
Confirmatory FacCtor ANAIYSIS .......c..oouuommmreeeeeeeessiiiieeeeeesniieeeee e 79
G00dNess-Of-Fit INAICES........cuvviiiii e 0.8
Construct Reliability and Validity ... 80
Tests of Invariance between Both Groups .....cccccccvveeeeeiiiiiiieeneennns 83
Practical FeasibIlity ...........cuuiiiiiiii e 86
POSt-Survey FEedback............ooouuuii oo 7.8
SUINVEY DUFALION ....eeiiiiiiiiiiiiiee e ceeeee et e e e eeene 89
(@] a1 1] o 1A £= 1o [ PRSP 91
Convergent Validity ...........oooooiiiiiiieeeeeieee e 91
Attribute Importance CONVEIgENCE .........eeceereeeeeeeiiiieeee e eeiieeeaens 92
Spread Of WeIghLS ......oc.eviiiiiiiiet et 96
Attribute Level CONVEIGENCE..........uuiii et 100
HOIAOUL CONVEIGENCE .....oeiiiiiiiiiiiee sttt e e e 102
INternal Validity ..........oveiiieie e e 103
Predictive Validity .......c..veeeiieiees et emmmme e 114



CHAPTER Page
Individual-Level Choice Share Prediction

The Relative Hit Rates of the Models ......coeeeeeeeiiiiiiieeen 117

Impact of Task Order on Hit RatesS.........cccceeeieeeiiiiiiiiiiiee e, 119
Impact of the Consistency on Hit Rates ......cccccoovoiiiiieeiiiiiiiieneeens 121
Aggregate-Level Choice Share PrediCtion ... ..o, 124
Hotel Branding RESUILS ........cooiiiiiiiiieeceeeee e 130
Offline Study RESUIES ........cvviiiiiii e 31
Online Study RESUIES.......ooiiiiiiiii e imeeeemee e 321
5 DISCUSSION AND CONCLUSIONS ... 341
Discussion and Comparison of Previous Research............ccccccoeiiiieennnns 134
Summary and CONCIUSIONS..........ccooiiiimeeeeen e 145
Managerial IMPlICAIONS ..........ccoiiiiiet e et e e e enmnnes 149
Enhancing Perceived QUAlItY ............ooiccceeeeiieeeiiiiiiiee e 151
Strengthening Brand LOYalty ..o 157
Improving Brand IMage ..o 160
Creating Brand AWArENESS .........c.uueeiiieeecceee et e et 166
Methodological IMPliCAtiONS.............ooii i 171
Practical IMPlICAtIONS .........ccoiiiiiiiii e e 176
Theoretical CoNtriDULIONS ...........eiiiiieee e 180
Significance Of the StUAY ........oouiiiiiiie e 182
Limitations and Future ReSearch ...........ccceeeeiiiiiieiiiiiic e 183
REFERENGCES....... ettt ettt e e e e e s e e e e e e 186



APPENDIX

A THE ANALYTIC HIERARCHY PROCESS

B SURVEY INSTRUMENT .......cccoiiiiiiiimeme

C IRBEXEMPTION......ccooiiiiiiiiiees e



Table

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

LIST OF TABLES

Page
Preference Measurement in Decision Anglged Marketing ...........cccccceeeenee 17
Alterative Data Collection Methods ..coe.eooeiiiiiiiiiiiieeie e 37
Steps involved in ConjoiNt ANAIYSIS cceeeeiiiiiiiieiiee e 40
Saaty's Fundamental SCale ........coooeoiiiiiii e 44
Conceptual Comparison of AHP and CA.........ooo e a7
Research on Hotel Brand Equity DIMENSIONS..........c.cuevveeiiiiiiieeneeienieiiene. 52

The List of Four Attributes as well as &letd Attribute Levels’ Descriptions . 55

Attributes and Their LEeVEIS........co e 60

The Results of Orthogonal Array ... 61
Measures for Judging the Practical Fdagibf the Methods ......................... 66
Demographic Characteristics of the Plpsed Sample ..., 74
Demographic Characteristics of the WekedeSample ..., 75

Comparison of the Offline and Online Sksn terms of Gender and Age ... 78

Results of Confirmatory Factor ANalysiS..........c..eeeveeiiiiiieeee e 82
Results of Discriminant Validity TeStS . ......cccuvuieiiiiiiiiiieee e e 83
Results of Invariance Test for Both Go@@ffline and Online).................... 84
Mean Comparisons of Knowledge and Involet ................cccceeeiiiiiiienennns 86
Mean Comparisons of Feasibility Measures............cccccviiiiieeneeiiniiiienes 88
Mean Comparisons of Completion TIMe........cccooiiiiiieiiiiiiiiiee e 90
Comparison of Mean Attribute Importansiffates...........ccccceeeeeevviiieeennn. 3.9
Results of Paired Hotelling's T-squarstSe...........cccccoevviiiiieeeeeinciieee e 95

X



Table

22.

23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

Page
Mean Comparisons of Gini Coefficientméduality..........cccccovivvieeeernnnnnee. a8
(0] (0 (o101 A @fo] 01V =T (o =T o [od = TR 102
Interrelation between Task Order and Gtescy Classes (AHP) ................ 106
ACR as a Measure of Internal ValiditydP ... 108
Interrelation between Task Order and Gterscy Classes (CA).....cccceeeeeenn. 111
Pearson’s R as a Measure of Internabthflof CA ..........cccoeeeeiiiiiiieennnn. 113

Individual-Level Choice Predictions (bhefadjustment for the covariates).. 118

Individual-Level Choice Predictions (aféeljustment for the covariates)..... 119

Impact of Task Order on Hit RAtES ...cccoevviiiiiiiiiiiieieie e 120
Impact of the Consistency on Hit RateldRA...........ccoveeeeiiiiiiiiiie 122
Impact of the Consistency on Hit Rate&)(C..........cccccveeeiiiiiiieree e 124
Aggregate Choice Share ValidatioNS .. ..ccoooviiiiiiieieiiiiiiieeeeeessieeeee.. 127
SUMMArY Of RESUILS ......cooii e 129

Relative Importance Weights and Partfwbiilities for AHP and CA........ 130

Random Inconsistency INdiCeS (RI)....coeeeiiiiiiiiiiiiiiiiiieeee e 218

Xi



Figure

10.

LIST OF FIGURES

Page
Complex DeciSion MakKinNg ..........uueecccmuerieieeee e eeeems 24
Alternative Models of PreferencCe... ..o 35
Restaurant Decision Problem ..., 43
Hierarchical Hotel Brand Equity Model. ..., 64
Aggregate Lorenz Curves for Offline Study...........cccoveeeeeiiiiiiiinnnnnns Q9
Aggregate Lorenz Curves for Online Study...........cccoveeeeeiiiiiiiiennnnnns Q9
Aggregate Lorenz Curves for MiXIUre ...........eevveeiiiiiiieenesiniiiieee e Q9
Aggregate Part-worth Utilities of Offli@&tudy ............cccoeeeeeiiiiiiiennnnns 110
Aggregate Part-worth Utilities of Onlin®IBy............cceeeeeiiiiiiieieeiinnee 101
Aggregate Part-worth Utilities of MIXtUre...........ccccceeeeeiiiiiiieeeeeenee 101

Xii



CHAPTER 1
INTRODUCTION

Brand equity is valued as a very important conaepusiness practice as well as
in academic research because marketers can gapetitine advantages through strong
brands (Aaker, 1998; Keller, 1993, 2000). Many cames develop marketing strategies
in order to improve their sales and to make theanlls stand out among competitive
ones. For most firms, the ultimate goal of marlgsaccess is to generate a brand, which
can differentiate their companies (Jung and Su@@8R A brand has also been defined as
a distinguishing name and symbol (such as a lesgdemark, or package design)
intended to identify the goods or services of eitthree seller or a group of sellers, and to
differentiate those goods or services from thoseoafpetitors (Aaker, 1991, p. 7).

Various definitions of brand equity can be foundha literature depending on the
purpose of study, but there seems to be a bastesgnt on the concept of brand equity.
The consensus is that brand equity is the valuedtthe product by the name of brand
(Fargquhar, 1989). Farquhar (1989) stated that bisamdluable only if it has a meaning to
consumers. Brand equity research in marketingdrgelly concentrated on customer
perception. A more specific definition of brand ggus given by Aaker (1991) who
defines it as “a set of brand assets and lialslifreked to a brand, its name and symbol
that add to or subtract from the value provideddrgduct or service to a firm and/or that
firms customers” (p.15). Another definition by Keall(1993) focuses on marketing; he
describes brand equity as “the differential effefdbrand knowledge on consumer

response to the marketing of the brand” (p. 1).



Building brand equity, or strong brands, is consedeo be one of the key drivers
of a business’s success (Prasad and Dev, 2000).4tamnd equity levels are known to
lead to higher consumer preferences and purchésgions (Cobb-Walgren et al., 1995)
as well as higher stock returns (Aaker and Jacqld€®8¥). Besides, high brand equity
brings an opportunity for successful extensionsi)iemce against competitors’
promotional pressures, and creation of barrietopetitive entry (Farquhar, 1989).
Building and properly managing brand equity hasobee essential for any business
organizations and hospitality organizations arexaeption (Ahmad and Hashim, 2010).

Simoes and Dibb (2001) argue that branding plagfseaial role in service
companies because strong brands increase custdmustf the invisible, enabling them
to better visualise and understand the intangibtkeraduce customers’ perceived
financial, social or safety risk in buying servicesich are difficult to evaluate before
purchase. de Chernatony and Segal-Horn (2003) amaititat building a service brand is
different than building a product brand and thahawng a service brand should be
conceptually different than managing those of pobdim service marketing, the
company brand is the primary brand, whereas ingget#t goods marketing the product
brand is referred to as the primary brand (Low laachb Jr., 2000). Researchers have
interpreted service brand as a promise to the mest¢e.g., Ambler and Styles, 1996;
Berry, 2000; de Chernatony and Segal-Horn, 2005tiyli 1998). Berry (2000) wrote
that the role of brand equity in the service indus very important because strong
brands increase customers’ trust of the invisibielpase. Because the service business,
including the hospitality industry, is labor-intéves, the customer experience involving
interactions with employees plays a critical ralduilding the value of brand (Kim et al.,
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2008). A well-established brand can bring some fgerto customers in that the name
may reduce the risks due to service characteristics

The hotel industry shares the same characteregpplcable to the services
(Kayaman and Arasli, 2007). In the hotel industystomers often base their purchase
decisions on their perceptions of a company's bfargd, Marriott, Hilton, and Hyatt).
That is, hotel customers tend to lean toward tlangty built outstanding brands for easy
selection, meanwhile feeling they are thereby redptheir purchase risk (Zhou and
Jiang, 2011). As Prasad and Dev (2000) statedttbager the hotel brand equity, the
more customers will prefer that hotel brand. Mgrecsfically, studies have proposed that
strong hotel brand equity can contribute to impobfreancial performance because it can
positively influence consumers to book with a gautar brand (Prasad and Dev, 2000).
Evidence suggests that independent hotels havgrmshd in market share to branded
hotels. A study by Forgacs (2003) showed that kedrubtels in the United States
accounted for more than 70% of the total room suppR000, as compared to
approximately 61% in 1990. Freitag (2008) revedhed chain-affiliated hotels
consistently grew occupancy and Revenue per AdailRbom (RevPar) faster than non-
branded hotels. The significant increase is atteithuo the benefits associated with
branding. Brand equity had been widely recognizetha most valuable asset to
hospitality and tourism companies and has becotop management priority since
strong brands provide a series of benefits to serfiims, such as greater customer
loyalty and higher resiliency to endure crisis aitons, higher profit margins, higher
market value (O’Neil and Xiao, 2006), more favoeblistomer response to price change,
and licensing and brand extension opportunitiedl¢kKe001).

3



Brand equity can be measured through either adiahar customer-based
perspective (Keller and Lehmann, 2006). Howevecesthe financial based approach
has limitations in terms of providing unbiased masties of a brand’s intrinsic value by
merely accounting purposes (Aaker, 1991, 1996;ee1l998), the customer-based brand
equity (CBBE) approach is the dominant perspeciive the one preferred by a majority
of academics and practitioners in marketing resebecause if a brand has no meaning
or value to the consumer it is ultimately meanisglt investors, manufacturers, or
retailers (Cobb-Walgren et al., 1995). Althoughramcial approach may provide a more
precise insight into the valuation of brand, it nmey be useful for brand managers to
establish marketing strategies because financaboagh is only limited to a brand’s
value estimation (Keller, 1993). The customer-bdsaed equity approach is more
practical in a sense that the information offessrategic vision of customer behavior and
managers can develop brand strategies accordibgbsér et al., 1995; Prasad and Dev,
2000; Yoo and Donthu, 2001; Kim et al., 2008). Gangently, this study focuses on the
customer perspective of hospitality firms.

From a customer’s point of view, the major compdadseri brand equity are brand
loyalty, perceived quality, brand awareness, bi@sgbciation and other assets, which
include assets such as patents and trademarksr(A&d ). Among these five brand
equity dimensions, the first four represent cust&revaluations and reactions to the
brand that can be readily understood by custonBasaise, 1993)They have been
widely used to measure customer-based brand eguitevious studies. To measure
customer-based hotel brand equity, this studyzetilifour core categories including
brand loyalty, perceived quality, brand awarenasd, brand image proposed by Aaker

4



(1991, 1996) as the basis, and construct the cestbased hotel brand equity attributes,
which would help in empirically understanding anvaleating customer preferences
related to brand equity.

In consumer preference measurement research,dbgeies (e.g. hotel product or
service) are defined by, and specified on, a licdhitamber of relevant characteristics
(Vriens, 1995). These characteristics are callgtates. These attributes are defined on
a number of discrete levels, which can be usee@ftime hotel products. Measuring the
extent in which the various characteristics ofa@ér object are related to its overall
attractiveness is referred to as preference streicheasurement (Green and Srinivasan,
1990). Several models and methods have been prbpastne measurement of
preference structures. Preference structure measuatanodels (PSM models) are
concerned with the way in which the attribute Ievale related to the overall
attractiveness (Vriens, 1995). Preference struchgasurement methods (PSM methods)
are concerned with the way in which the relatiotwleen the attribute levels and the
overall attractiveness is quantified or measurete(é, 1995). Preference analysis
consists of two alternative approaches: the contipoal and decompositional (Green
and Srinivasan, 1990). Compositional methods {mditional self-explicated methods)
use direct questions on each attribute and at&rilmvel to estimate consumer preference,
while decompositional methods (e.g. conjoint ana)yask for general judgments on
multiattribute product alternatives (Helm, SchMianthey, and Steiner, 2004a).

It is well understood that consumer brand prefezsrand choices are
characterized by variety and complexity in term&atel involvement, nature of hotel
product (tangible or intangible), frequency of hatay, price risk involved, and
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information requirements. The task of understanding evaluating customer preferences
related to brand equity is necessarily complicalte@ther words, since brand equity is
reflected in the customer’s brand preference (ClaanagLiu, 2009), different methods of
measuring brand equity are required for differeétiagions. Hencehis study seeks to
compare results obtained from the above-mentioftethatives approaches to measuring
hotel brand equity and contribute to the evidemceahd against alternative consumer
preference measurement.
Statement of Problem

According to Keller (2003), brand equity is a coeypmultidimensional concept
that requires many different types of measurenetirtiques. However, most empirical
studies on brand equity have focused on the cartgiruand definition of the
measurements (Prasad and Dev, 2000; Yoo and Daz@bd, Washburn and Plank,
2002; Lee and Back, 2008) as well as the causatioakhip between brand equity and
other customer behavior conceptual variables (S#bat., 2005; Hyun, 2009). The
dimensions of brand equity feature diverse conimmtatand structures in different
researches (Burmann et al., 2009; de Chernatonylaidnald 2003). In particular, the
determination of the importance ratings in the dmehical brand equity model is absent
(Hsu et al., 2012). Moreover, in measuring the irntgpace of hotel product attributes
related to brand equity, traditionally researclasis consumers to rate the importance of
attributes one at a time on some type of desitgstiale ignoring the trade-offs that
affect and characterize choice (Goldberg et aB4)9

Many trade-offs of attributes can occur; howevesspitality customers typically
choose a product or service, which consists ofiplalattributes (Lewis et al., 1991).
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According to consumer choice theory, the choica single product or service will be
influenced by a multiplicity of factors that aretradways possible to determine by using
traditional rating scale surveys (Huber, 1987). €loners tend to evaluate a product
using various attributes of a given product. Iditgavhen hotel customers make a
choice, they do not consider each attribute seplgranstead, they consider the product
attributes jointly. This means that in a real pasd situation, hospitality customers
examine and evaluate alternatives that simultarhig@asy across several attributes in
making their final purchase selection (Kim et 2004). In this perspective, consumers’
reaction to multiattribute product alternativeslifficult to measure on interval or ratio
scales because customer choices usually involvevdleation of several attributes.
Since a majority of the brand equity factors, saslperceived quality, brand name and
image, may be in non-metric form, it is difficult measure using an interval or ratio
scale (Baek et al., 2006).

A common problem of the traditional approach id teapondents are subject to a
ceiling effect (Lawson et al., 2006; Oh, 2001)other words, consumers might consider
all brand equity attributes to be very importang(@ll factors rated ‘5’ on a 5-pointscale,
with ‘5’ being very important). Since there is mmical reason to evaluate the different
brand equity categories while giving each categapyal importance, it is necessary to
develop a less arbitrary method of incorporatirigtnee weights into the evaluation
criteria. To overcome this problem, one of the axeal approaches used in many
disciplines is conjoint analysis (Lawson et al.0&p

The rationale for conjoint methodology lies in tdea that an individual choice
process is never straightforward. In conjoint asiglya product contains a bundle of

7



different attributes and levels (Dubas and Strd®§3). Thus, when individuals are
faced with the question of selecting a producty thél not only examine the specific
attributes but they will also examine the produchavhole. A conjoint analysis is a
multivariate technique, which determines the re@tmportance of a product’s multi-
dimensional attributes and measures consumersédeadmpreferences for each level of
each attribute (Green and Wind, 1975; Tull and Haa/k1993) and enables an attribute
hierarchy to be establishéderal et al., 2012). A conjoint analysis has haohg)

predictive power of consumer choices among muliiatte product alternatives and was
proven as the appropriate method for hospitality muirism research in predicting
consumers’ choice among multiattribute alternatifeeg., Wong and Lam, 2001). In
other words, the application of the conjoint analys so great in identifying and
understanding the combined effects of producttattes on preferences for a
product/service (Hobbs, 1996) that the analysisieas utilized to design the most
preferred product by hotel customers (Goldberd.e1884; Hu and Hiemstra, 1996;
Lewis et al., 1991; Wind et al., 1989; Wong and L.&001), travel packages
(Mulhbacher and Botschen, 1988) and meeting pl@npioducts (Renaghan and Kay,
1987; Hu and Hiemstra, 1996). Despite its popuwlanitthe consumer preference research,
little attention has been paid to the measuremiecrmsumer preferences regarding hotel
branding using a conjoint analysis.

While there are several types of conjoint anal{sig., see Huber, 1997), full-
profile conjoint analysis is one of the most comnpoeference measurement methods
(Gil and Sa’nchez, 1997), which has previously pdosuccessful (Mulye 1998; Helm et
al., 2003; Helm, Scholl, Manthey, and Steiner, 2004elm, Steiner, Scholl, and
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Manthey, 2004b; Scholl et al., 2005; Scholz et20Q6; van Til et al., 2008; Benaim et
al., 2010; Klein et al., 2010), and was employethia study. However, a well-known
problem of conjoint analysis (hereinafter CA) iattbf dealing with large numbers of
attributes (Meil3ner et al., 2008). Using a largmhbar of attributes may cause problems
of validity due to an information overload of tresspondents (Green and Srinvasan,
1990).

In order to solve the multiple-dimension problem rfaultiattribute design
problem) inherent in this estimation, several emgpirstudies have shown the general
potential of analytic hierarchy process (hereirraftilP), particularly in complex product
evaluation tasks consisting of many attributes (Mer and Decker 2009). The AHP is
an alternative methodology and is well-establisineniuti-attributive utility
measurement for solving multiple criteria decismaking (MCDM) problems.
Nonetheless, AHP compared to CA is still ratheramyar in marketing research. This
issue is of major practical relevance. If, at leastertain situations, CA is not clearly
superior in validity to AHP, it becomes highly gtieeable whether future applications
for measuring customers’ preferences should be bgri@A, as AHP has considerable
practical advantages over CA. There are advaniagesms of ease of data collection,
data analysis and research design as well as @sffect to savings of time and costs in
data collection and data analysis (Krapp and Sag&@1; Helm et al., 2003, 20044a;
2004b; Scholl et al., 2005; Meil3ner and Decker9200/hen considered in empirical
studies, CA'’s superiority frequently has not beaimid. In some comparative studies
AHP shows high predictive accuracy (Mulye, 1998Imi{eScholl, Manthey, and Steiner,
2003, 20044a; Scholl et al., 2005; Meil3ner, Schaz, Decker, 2008; Meil3ner and
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Decker, 2009), while other studies (Tscheulin 19%B2; Helm et al., 2004b; Koo and
Koo, 2010) favour CA. Because of the inconclusesuits of past research concerning
the validity of CA compared to AHP further reseaixiheeded and the choice of method
was thought to be dependent on the decision cofitartTil et al., 2008). To address this
issue the present study designed an empirical stinlsh compares the validity of CA
against AHP as instruments for measuring prefeseregarding hotel branding.

Regarding the choice of a data collection methadlitionally, data collection in
both AHP and CA has involved the use of paper-basesbnal interviews. However,
recent years have seen a trend toward the usdiné@urveys (Orme and King, 1998).
The internet has become an important and effetdiolefor administering consumer’s
surveys (Bonilla, 2010) since collecting the datalte Internet is a more cost effective
method compared to a paper based personal inte(iiam et al., 2010), particularly if
a probability sample is needed from a target pdjmudhat is scattered over a wide
geographic area. Especially, conjoint analyseveangtime consuming and cost-
intensive (Klein et al., 2010). This is why conjoanalyses often base on a small sample
size or a convenience sample (university stud€Kts)n et al., 2010). By changing data
collection process to the Internet, it is easiaslitain large sample in a shorter amount of
time. For this reason, using the Internet espgcfall conjoint analysis receives growing
interest in marketing research (Saltzman and MagEk999). According to Sethuraman
et al. (2005), Internet-based conjoint analysi®aants for forty to fifty percent of all
conjoint analysis applications.

Despite its increased use of the Internet for daliection, little is known about
problems arising from the application of CA ovee thternet and the quality of this data
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(Melles, Laumann, and Holling, 2000; Klein, Nihalaand Krishnan, 2010). Only the
articles by Melles et al. (2000) and Klein et a010) pertain to the topic and
demonstrated the reliability and validity of CA whadministrated over the Internet. For
instance, Melles, Laumann and Holling (2000) presgtevidence that useful conjoint
analysis data can be collected over the interitépagh its reliability may be lower than
for other data collection methods. FurthermorejriKé al. (2010) showed that the results
of an online-conjoint analysis are of a higher di#i than the results of an interviewer-
based conjoint analysis. Their analysis indicaked the presence of an interviewer
influences the data negatively since the resposdarthe interviewer-based survey are
feeling observed and controlled by the intervieased are in more stressful situation than
the respondents of the online survey.

The complexity of the problem (number of attribusesl attribute levels) might
have an influence on the results. Melles et al0@@@autioned that the suitability of
conjoint analysis over the Internet depends omtlraber of attributes in the design since
a larger number of stimuli increase the compleaity the difficulty of the evaluation
task and thus the validity may decrease (Linesstadli, 2004). The literature argues
for example that the validity decreases dramaticaith the number of 20 stimuli
(Buschken, 1994). Klein et al. (2010) assume thaiqularly when the complexity of the
task is high, the interviewer could possibly afféwt results in a positive way and suggest
the number of attributes or levels should be ireedaand included in future online
studies, which would affect the orthogonal maireeffdesign and the number of stimuli.

Trying to prove or disprove this assumption, thespnt study considers the same type of

11



CA as Klein et al. (2010), but use a more complesigion problem which consists of 16
stimuli (cf. the former study use nine stimuli only

To ensure a high comparability to the results afnfer studies the present study
followed a similar procedure as used in the studglein et al. (2010). In an offline
survey, for example, the questionnaire is donedpepand pencil and with help of an
interviewer, so that the respondent can obtairstssie easily in case of any questions.
In the case of an online (Internet-based) surveygtiestions are displayed in the same
order as the paper and pencil questionnaires batammputer screemithout an
interviewer present to help the respondent. Siheejtiestions of both surveys were
exactly same, the only difference between offlind anline data collection modes was
the presence of the interviewer in one settings Peirmits conclusions about the
relevance of the interviewer and thus the influeoicéhe interviewer on the validity
(Klein et al., 2010). To ensure a correct behawfdhe interviewer without leading the
respondent, the interviewer only assists if a redpat asks for help as also advised by
Klein et al. (2010). The study by Meil3ner, Schalzgd Decker (2008) in particular
indicates that the AHP approach can also be usedline research settings. However,
little is known about the quality of data generadbgcan online version of AHP.

Most predictive validity studies have focused pritiyaon comparisons across
model types (e.g., several types of AHP and CA)dat, no research has focused on the
predictive performance of AHP and CA across altevealata collection methods. To fill
this gap in the published literature, the presamdyswas undertaken. AHP’s potential for
market share predictions in consumer researchngstis still an open research issue
(Meil3ner and Decker, 2009). Nonetheless, ther#les dcademic research on this issue.
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Only two studies (e.g. Meif3ner and Decker, 200908cet al., 2010) are dealing just
with the market simulation. Because of the lacktbier studies in that, this study is one
of the few in which both hit rates (individual pretibns) and choice share accuracy
(aggregate predictions) have been used as vatidigria to differentiate modelslit rate
(HR) is a measure of how well a utility functiomgaredict consumer choice. Choice
share prediction accuracy (MASE: mean absoluteestigior) is an aggregate measure of
how well the observed market shares (or sharee@te) line up with the predicted
market shares.

Research Objectives

The objective of the research is to examine thermal and predictive validity of
AHP and CA across offline and online data collettethods applied to hotel branding.
Additionally, this study examines the feasibilitydaconvergent validity of the models.

Research Questions

Both AHP and CA mainly differ with respect to thbasic conception. In
conjoint analysis, the respondent is confrontedh witrade-off task; whereas the AHP
develops the trade-offs in the course of structuand analyzing a series of pair-wise
comparison matrices (Baglione, 1994). The AHP ésrapositional model while CA is a
decompositional model.

Each method has its strengths and weaknessed)enedd no prior reason to
assume one method will outperform the other. Araathge of conjoint analysis over the
AHP is that conjoint can accommodate interactiémeraction effects, however, have
not been found to contribute significant amountexgdlained variation in most conjoint
studies (Akaah and Korgaonkar, 1983). In additcamjoint models are more
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representative of the market place, for examppepduct’s attributes are viewed together
rather than two at a time, however, conjoint analigsmore cognitively demanding than
compositional approaches for that same reasontirgsin greater respondent fatigue
(Baglione, 1994), and this advantage of a highgrekeof realism disappears rapidly as
the number of attributes included in the studyeases (Mulye, 1998). In contrast, AHP
has some potential advantages due to its simphecityflexibility in dealing with

complex problems (e.g. Mulye, 1998). Considerirggsthpros and cons, the feasibility of
the methods might depend on the respondents’ ¢egrability to perform the task and
the difficulty of the task. Besides, respondentstination is important in conducting

time consuming interviews (Krapp and Sattler, 20@Ince valid measurements are only
possible if respondents are able and willing toyagpe method in a motivated manner
(Helm et al., 2003; Scholl et al., 2005), it is ionfant to explore the differences between
the techniques and how user friendly each is. ©Heviing research question examines
the issue:

RQZ1: Are there any differences in the respondentsubjective evaluations of the
methods in terms of (a) enjoyment, (b) difficulty ad clarity, and (c) realism?

Brand equity remains a widely discussed topic enrttarketing literature. Extant
literature offers two broad perspectives of bragdity measurement: the financial
perspective and the consumer perspective. Unfartlyna notable limitation of financial
measures that are often used for accounting puspeaeh as mergers and acquisitions, is
that they provide little or no guidance to managerfsnplementing and evaluating
strategies that help build brand equity (Sinha,ilhsdnd Gazley, 2008). They ignore the
consumer role in the generation of brand valuethad/arious aspects of brand
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management (such as brand awareness, brand layahd image and perceived quality).
Contrary to this, customer-based measures of egady (Aaker, 1991) help managers
evaluate their marketing strategies, including patdprice, promotion, and distribution
strategies. Focusing on brand equity from a cust@mperspective enables marketing
managers to determine how their marketing effetsh as positioning and promotional
strategies, contribute to the value of their brandse mind of the customer. Since
customers are the ultimate role players of brandtycas they are the source of cash
flow and resulting profit (Prasad and Dev, 2000¢, present study focused on consumer-
based brand equity. In other words, how customersgive a product or service with
respect to the brand (Kim, Kim, and An, 2003; Ca#fi08) and its importance on the
consumer’s perception of brand in the hotel industr

Since consumer-based brand equity involves congiperception and attitude
towards a brand which has an effect on the purcimésetion of the consumer (Keller,
2003), a hotel will have a strong brand equity whestomers have a positive perception
of, and attitude towards, that hotel's brand (Fataad Dev, 2000). In turn, brand equity
has a great contribution to overall brand prefeegiMishara and Datta, 2011).
Preference of a brand leads to the intention oflpasing the brand over others (Wang et
al., 2008). Customer-based brand equity has bermlth of as a prerequisite for brand
preference, which in turn affects consumers’ intento purchase (Tolba and Hassan,
2009). As brand equity is reflected in the custdsierand preference, it could be said
that brand preference would be reflected in purelmasisage intention (Chang and Liu,
2009). Other empirical studies in the literaturpEarted the positive relationship
between customer-based brand equity constructadlaaareness, brand loyalty, brand
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image and perceived quality) and brand preferendeparchase intentions, and
ultimately brand choice and concluded that higmbraquity generates greater brand
preference, and higher purchase intentions (Coblgifaet al., 1995; Vakratsas and
Ambler, 1999; Myers, 2003; Prasad and Dav, 200@ ldgernaony, 2004; Mishra and
Datta, 2011; Moradi and Zarei, 2011; Tolba and Has2009; Chen and Chang, 2008).
It is said that strong brand equity results in costrs showing a preference for one
product over another, although the products coal@dsically identical (Kotler, 2003).
For many hotel companies, their single biggesttasgbeir hotel brand (Simon,
2011). Thus, it is relevant to understand whaugrfices consumer brand preferences and
how these preferences translate into purchasetiomsn Consequently, strong brand
equity has become a very important factor thatigrices consumer brand preferences.
Success in brand management arises from undenstgpadd managing brand equity
correctly to produce strong attributes that wifluence consumers when making their
choices (Ukpebor and Ipogah, 2008). To maximizebtiaading efforts of hotel firms,
managers need to understand first-hand how bramityegs an indicator of brand
strategy success, can be measured (So and Kin@).2@are importantly, how it can be
built based on customer preferences. To enablé matdeting managers to consider
how their marketing programs improve the valueheirtbrands in the minds of
consumers, a hotel firm has to be able to measwtewzaluate the hotel firm’s brand
equity according to their customer preferences.ddeag the subjective preferences or
the choices of customers is an important task versg scientific disciplines like
marketing, psychology, consumer behavioral reseanth economics, as well as tourism.
In particular, the measurement of consumer preé&®or choices becomes a main issue
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for some research areas, such as marketing ansiaeanalysis (Helm et al., 2004a).
Some methods have been developed to measure cu'stpnederences. Again, two
methods that are commonly used are the Analyticarity Process and conjoint
analysis (Yudhistira, 2002).

Table 1

Preference Measurement in Decision Analysis andkistarg

Decision Analysis Marketing
Problem Selection of alternatives Design of products/services
Objective Maximum subjective utility Maximum consumer preferences
Core problem Modeling and measuring preferences  Modeling and mnggsteferences
Selection Scoring methods Self explanatory methods
methods Multiattribute utility theory Multidimensional scaling

Analytic Hierarchy Process (AHP)  Conjoint Analysis (CA)
Source: Helm et al., (2004a).

According to Table 1, the AHP and the CA are sutggksethods for measuring
preferences with the former approach identified asultiple criteria decision analysis
(MCDA) technique and the latter associated withketing research and practice. The
AHP is generally used when decision makers arenasguo maximize subjective utility
in decision analysis, while the CA is generallydis® measure customer preferences in
marketing. If different preference measurement wattcome to similar results, high
convergent validity can be presumed (Scholl e28I05; MeiRner and Decker, 2009).
Since the AHP and the CA are used for modelingraedsuring consumer preferences
regarding hotel brandinghe following research question results:

RQ2: Do the AHP hotel branding results accord genealy with the CA
(convergence)? If so, to what extent does the AHRive convergent validity with the
CA with respect to (a) importance ratings, (b) partworth estimations, and (c)

estimated overall utilities?
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In terms of practicality in data collection, onliserveys have several important
advantages over traditional paper-and-pencil (@lisurveys that make them particularly
attractive to researchers, because data can leetsallfaster, at low cost, and from a
geographically dispersed population using probigtsiampling techniques (Mulye,

1998). Notwithstanding the increasing popularityaonll reliance on the Internet it
appears to be less suitable for the collectiongt lyuality data since the advent of the
Web has also produced a decrease in respondetigigafor long questionnaires
(Netzer and Srinivasan, 2011). This might havegahee impact on the quality of the
gathered data. Since both AHP and CA are rathepamethods compared to a regular
guestionnaire (Klein et al., 2010), it is questioleavhether the quality of data gathered
online without an interviewer is comparable to tbitlata collected using traditional
paper-based (offline) methods and with the helarointerviewer. The following research
guestions examine this concern:

RQ3: Do both the offline and online data collectiormodes lead to comparable

results regarding the internal validity of AHP?

RQ4: Do both the offline and online data collectiormodes lead to comparable

results regarding the internal validity of CA?

Even though internet-based surveying gains inangasiportance (Fricker et al.,
2005), there are certain disadvantages in admrmgta complex task in a non-personal
interview setting, and the reliability of such apaches needs to be weighed against their
potential benefits (Mulye, 1998). Unlike traditidmeper-based (offline) surveys, the use
of online surveys does not permit the asking ofstjoas in case task instructions are
unclear. Especially since respondents participatirgther a CA study or an AHP study
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often require detail explanations of the task (Hetmal., 2004b; Klein et al., 2010), it
becomes highly questionable whether the validitthefdata is negatively affected by
internet-based surveying (Duffy, Smith, Terhanemd Bremer, 2005; Grant, Teller and
Teller, 2005; Schillewaert and Meulemeester, 2608&in et al., 2010). The following
research question addresses this concern:

RQ5: Do both the offline and online data collectiormodes lead to comparable
results regarding the predictive validity of AHP ard CA?

Although data for both AHP and conjoint analysis gathered through traditional
offline (paper-and pencil) methods, the recentdnerolves the move of the market
research industry to Web-based (online) data dodlesince it is easier to reach a large
number of people at relatively low cost and reklinquickly (Klein et al., 2010; Netzer
and Srinivasan, 2011). However, since these twa caitection modes (offline vs. online)
differ in environment, it is questionable whethdédA and CA reflect differences in
predictive performance across the two data colleatnodes. As both methods have the
main objective of providing information to predibe preferences (choices) of
consumers, the following research question is:

RQ6: Are both AHP and CA fairly comparable in predictive performance across
offline and online data collection modes?

Up to now, there is no evidence whether the validitdata might be moderated
or not by the data collection method (Melles et2000). This could be a further
limitation to a broad application of specific datalection methods like the Internet. The

following research question examines the issue:
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RQ7: Do both the offline and online data collectiormodes moderate the differences
in predictive accuracy among the AHP and CA?
Structure of the Study

The remainder of the paper is structured as follows

Chapter 2 first discusses the modeling of consuheice behavior in general and
examines consumer choice theory from differentgstve including information-
processing models (e.g. multiattribute attitudetiieand rational choice models (e.g.
multiattribute value theory and random utility tingo Next, basic descriptions of AHP
and CA are given and compared on a theoretica$ limserms of their similarities and
differences. In addition, literature review prosdéetails of the three parent disciplines:
1) consumer-based brand equity, which provide$datedations on which to build a
brand equity theory in the hotel context; 2) hdwgind equity, which proves the
applicability of consumer-based brand equity theorthe hotel context; and 3) the key
attributes of hotel brand equity and their levels.

Chapter 3 depicts the design of the empirical stuntyuding defining the target
population, designing the sampling plan, specifyimgdata collection instrument and
methods, and explains the methodology used to cantpa two classes of models. This
chapter discusses the potential confounding vasathiat will be controlled for in this
study.

Chapter 4 first provides the results of summartisgtes on demographic as well
as traveling characteristics. Next, the two samf@é&Bne and online samples) are

compared to understand the nature of potentia¢miffces between the two groups.
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Finally, the research results are presented inesemuand relative to each research
guestion. A brief summary of the study resultd$® @rovided.

Chapter 5 first compares and contrasts the res&andihgs with other relevant
research. Next, the research results are discasskthe conclusions are presented.
Included in the discussion are the limitationshi$ research and opportunities for future

research.
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CHAPTER 2
LITERATURE REVIEW

To better understand the importance of consumezeblsand equity on consumer
perceptions of a brand, it is necessary to hawevarview of consumer behavior
(Ukpebor and Ipogah, 2008). An understanding ofarusrs’ needs and preferences is
the foundation of any successful marketing stratégynarketing manager, however,
who has to decide on the allocation of his or harketing budget, needs to know more.
To predict consumer behavior it is essential faditality marketers to understand the
consumer decision making process. Understandingehavior of hospitality and
tourism consumers is among the most important ehgéls facing management.
According to Reid and Bojanic (2009) the study @isumer behavior is based on two
fundamental ideas: that consumer behavior is ratiand predictable and that marketers
can influence this behavior. The chapter first déses how consumers make choices in
general and examines consumer choice theory fréfereint perspectives including
information-processing models and rational choicelebs. Next the two multiattribute
choice models (AHP and CA) are discussed in mota&ldend compared on a theoretical
basis.

Understanding Consumer Decision Making

When consumers make decisions concerning the paeafegoods and services,
a very complex decision-making process takes glaee and Bojanic, 2009). Since
consumer decision making is extremely complex, akgy marketing managers
constantly strive to learn more about the way coress reach decisions (Reid and
Bojanic, 2009), for this will allow managers to teetserve the needs of consumers. Most
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applied work in consumer choice analysis is basethe rational choice paradigm. It is
based on a simple explanation of decision makiegrn consumers are hypothesized to
approach choice situation with a predefined utilityction which defines how the
observed attributes of products will be integratetbrm overall evaluations of
desirability or utility (Kara, 1993). Once the ahatives are evaluated, consumers are
hypothesized to choose the option with the higbestall utility or value (McFadden,
1980). Consequently, the development and use diatttibute utility models have
received considerable research attention in thealitre.

An important aspect of understanding consumer hehais the study of the
consumer's decision-making process. This has besja activity in the marketing and
decision analysis area where several approachesdeling the consumer's choice
process have been proposed, each with their uisgiemptions, structures, and
applications. The process by which consumers coenmands on a set of determinant
attributes and make choices is very complicateds fpfocess of complex decision
making conceptualized by Louviere (1988a) is ilatgd in Figure 1. This figure
suggests that consumers form psychophysical (perag@s well as value judgments
about brands. Psychophysical judgments (e.g., @edat) 1976) involve subjective
perceptions of physical reality in which individadbrm impressions about the position
of each determinant attribute based on physicaldocharacteristics. After consumers
form impressions of the positions of various alédnres on the attributes, they make
value judgments about how good it is for alterregito be positioned on each attribute.
This evaluation process can be inferred from atyarsaof the way in which consumers
integrate information about different determinatrtilautes to form overall impressions of
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brands (Louviere, 1988a). It is this integratiorcombining of attribute information that
one studies with the conjoint analysis techniqugeneral and information integration

theory (Anderson, 1981) in particular.
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Source: Louviere (1988a).
Figure 1 Complex decision making.

According to Louviere (1988a), consumers’ ovenalpressions or judgments of
the attributes of brands are relative to the sétrands that they consider. Hence, these
judgments may change if [1] additional brands ald@ed to or deleted from those already
evaluated, [2] new information is acquired thatraes the set of determinant attributes
by adding or deleting one or more, or [3] consumaeiefs about the values of attributes
are changed by new information prior to choiceldwihg the comparison, evaluation
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and impression-formation stage, consumers forma ihoice and decide which brand
to choose. Commonly, this involves deciding whichnal is better, taking into account
all available information.

Consequently, a central task in consumer researichunderstand how choices
are made and what influences choice. Studies dlcatsfsolely on asking consumers the
degree to which they like or dislike a determinealdoict fail to address this question
(Won and Bravo, 2009). Basically, a response tingles question fails to capture how
behavior towards a product is influenced by thesg@mnee of other attributes (Won and
Bravo, 2009). Thus, single evaluations of prodysesfic features do not tell us much
about what determines choice and under what cirtarmmoss choice for a particular
product will occur. From this perspective multidttite choice models play a central role
in describing and prediction of consumer choice.

Consumer Choice Theory

All contemporary theories and models of consuméab®r argue that consumer
choice behavior is a dynamic and a complex proaedgrediction of this behavior often
involves use of some type of multiattribute chaiedel (Kara, 1993)Theories of
consumer choice have been drawn from differentpeetsrzes. Among these, two of the
most common are the information-processing modedstlae rational choice models
(Bettman et al., 1998; Wilkie, 1994). Informatiorepessing models have integrated
various concepts from the behavioral sciencesgxxample social psychology (Ratchford,
1975; Fishbein, 1967; Rosenberg, 1956; Bonoma ahdsion, 1979; Hauser and Urban,

1979).These models use concepts such as belief, attundentention.
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The general assumption underlying the applicatisooial psychology based
models to consumer choice situations is that awsoes has a certain level of a particular
predictor of behavior for each of the availablemdatives, and would select that
alternative for which the consumer has the higlesl of that predictor (Ajzen and
Fishbein, 1980). Information-processing models psapthat choice is limited by the
notion of bounded rationality (Simon, 1955). In@thkvords, individual capacity for
analysis is limited and that decisions are mainfjuenced by perceptions and the
attitude formation towards the product (Won andvBr&009). In this view, choice
occurs as a behavior in response to a decisionaggitoblem. Problems are often
influenced by a complex cognitive process thatudebk perceptions, attitudes,
preferences and behavioral intentions toward tbhdymt (McFadden, 1986).

Social psychologists interested in the study ofuaté formation and, in particular,
the way in which attitudes influence behavior tosvire object of the attitudes developed
what is known as the multiattribute model. The @ptof the multiattribute model has
its origins in social psychology with the theorgptipeople make rational decisions before
they act in a certain manner. The research otid#g towards objects or behavior is
mostly based on work made by Fishbein and/or RasgnlpAjzen and Fishbein, 1980;
Bettman et al., 1975; Fishbein, 1963; Rosenberg6lIhe models try to predict the
behavior based on the attitudes that an individo&ds versus an object, e.g. a product or
brand. The field of multiattribute models has bstrdied extensively by researchers in
fields like economics, psychology and behavioraislen theory (Huber, 1974).

Under the umbrella of information-processing modekhe multiattribute attitude
theory developed by Fishbein and Ajzen (1975), lfsmwn as Fishbein’s multiattribute
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model. The key proposition in Fishbein’s theoryhiat that the preference for a
determined product is influenced by the multipliof attitude consumers have towards
the product and the strength of the belief towahesattributes of the product. The
mathematical expression of the basic Fishbein'diattribute model is formulated as

follows.

Aj: iBij Ii

i=1

In this model: “i" is the attribute of the produgt,is the brand of the product, “A”
represents the consumer’s attitude towards thedd§gril” is the importance given to
an attribute “i"; and “B” refers to the strengthtbe consumer’s belief towards attribute
“I" of the product “)” (Wilkie, 1994, p. 288).

The multiattribute attitude model suggests thatscomers can develop more than
a single attitude towards a product. Thus, Fishibenodel proposes that, in order to
understand how consumers make choices, researostfocus on the behaviour of the
consumer towards the product (Foxall, 1983). Acewydo Silk (2006), the multiattribute
attitude theory has a fairly high level of predietivalidity. As a result, it is of interest for
practitioners, providing critical information on\wwanarketers could change their
consumers’ attitudes. By understanding consumetsatiours towards a particular
brand it would be possible to influence consumprsference towards a certain products
by changing the ascribed features of the produan(\dhd Bravo, 2009).

There are a number of models and several genatdbzéniques that have been
specifically developed to predict behavior in cleosituations. These models assume that

each alternative in a choice set has a utilitysudnjective value that depends only on the
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alternative and the consumers independently evaksth available alternative and then
choose the one with the highest overall utility @fddden, 1980). This approach to
studying consumer decisions, often attributed tmemists and called rational choice
theory, has contributed greatly to the predictibnansumer decisions (Bettman, Luce,
and Payne, 1998). Rational choice models are thpiaasociated with decision
problems in economics in which choice is charazéetias the “maximation of value”
(Shafir et al., 1993, p.12). These models sugtastahoice is influenced by a set of
specific product attributes that can be valued withility score (Bravo, Won and
Ferreira, 2009). The measurement models diffelneir approach to the problem. This
class of models takes either a compositional coagositional approach.

With the compositional approach, a respondent’sallvevaluation is “built-up”
on the basis of the self-explicated weights. Ireotlords, the compositional or self-
explicated approach starts with the individualilattie of a product or service and
combines them to build an overall preference. tistibutes a class of additive models in
which the overall utility for a multiattribute attgative is computed as a weighed sum of
that alternative’s perceived attribute levels assbaiated value ratings. Examples of this
class of compositional models are the multiattebwtility models. In these models, the
consumer provides both the desired level and tlative importance of the attributes that
underlie the multiattribute alternatives. Thesdé-egplicated measures are then combined
to determine the overall preferences for altermstiwith similar attributes (Huber, 1974).
The most recent development in compositional mitdifute utility models is the
Analytic Hierarchy Process (AHP) which through paise comparisons “build-up” on
the basis ratio level overall evaluations (Saa®y, 7] 1980).
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The second general type of modeling approach fasoméng rational choice is
the decompositional method. In the decompositiaparoach respondents are presented
with alternatives, defined in terms of a set ofilatites, and asked for an overall
evaluation (Baglione, 1994). With the decompos#iapproach the respondent’s
overall evaluation is broken-down into its condiite components. In other words,
decompositional models start with the consumereral evaluation of mutiattribute
alternatives and decompose them into “part-worthwasues for individual attribute
levels (Kara, 1993). The traditional conjoint madeh which the consumers’ overall
preferences are used to derive a set of part-wdehsnto this category (Green and
Srinivasan, 1978).

The AHP and conjoint models being compared in stigly are one of a
large group of rational choice models. Theoretygahe AHP and the CA should be
similar since both models are based on the additiear utility function. The AHP is a
linear, additive and compensatory compositional @ehofl multiattribute decision making
(Jensen, 1983). Thus it is in this sense, simiaohjoint analysis since both models
usually assume a compensatory (additive) rule, wimegative aspects of a product
may be compensated for by other desirable qual{ttesne, 2006). Conjoint analysis
begins with the assumptions of the random utiliydel (RUM). That is, the true utility
associated with an alternative is viewed as a nandariable. The premise underlying
this method is that, when confronted with a purehdecision, consumers assign utilities
to each alternative and then select the one wéhhihhest derived utility among

available alternatives (Baglione, 1994). This whssirated in Figure 1.
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Utility is decomposed into a deterministic compadnéme relative influence or
each attribute on the overall utility, and the mmdcomponent, the remainder which is
assumed independent and normally distributed. TWEI ks linear and additive and is
expressed as:

U=Di+ R

Where
D=a+pXiz+PaXipt+ ... +Bj Xy

i= Index of stimuli (or alternatives)

J= Number of attributes (j=1... J)

U;= Utility of stimulus i

Di= Deterministic component of the utility of stimslu

Ri= Random component of stimulus i

(3 = Individual’s weight for each of the J attributes

Xij= the level of attribute j in stimulus i
It is clear from this representation that a compémy rule is explicitly assumed. That is,
for any given alternative, a weakness in one atteiltan be offset, or compensated for,
by a perceived strength in another attribute (Lere;i1988a). Alternative 1, for
example, may be preferred overall to alternative\&n though the contribution of
attributel to alternative 2 is greater than thetabntion of attributel to
alternativel. Additive models may have some difiigditting the data well if
many respondents consistently use non-compensahaige processes, where
perceived weakness in one attribute cannot betaffssompensated for by a perceived
strength in another attribute (Kara, 1993; OrmeQ&0 Yet, even when respondents

use non-compensatory processes, the results harerbbust (Johnson and Meyer,

1984; Olshavsky and Acito, 1980; and Dawes and iGan, 1974).
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Multiattribute Choice Models

The rational choice models are all based on thenagon that the buyer makes
purchasing decisions based on an evaluation dadtthbutes of a product or service and a
comparison of those evaluations (Kara, 1993). Mtilibute choice models have been
developed along two main lines: compositional mimgednd decompositional modeling.
The simplest compositional multiattribute modeahis weighted point model, which has
also been used to describe consumer attitudesb@tishnd Azjen, 1975). In this view,
the AHP is a relatively new compositional approsecimodeling multiattribute decisions.
Alternatively, decompositional multiattribute mosl@re used in conjoint analysis. In the
following section, the two classes of models selédbr comparison in this study will be
discussed in more detail. They also will be comgdoeeach other on a theoretical basis.
This study begins with the conjoint analysis model.
Conjoint Analysis Model

The most popular of the multiattribute decision mlsds conjoint analysis.
Conjoint analysis (CA), a decompostional model, digised a great deal of academic and
industry attention as a major set of techniquesrfeasuring how consumers make
tradeoffs in evaluating mutiattribute products aedvices. CA facilitates a respondent’s
estimation of attribute weights by requiring onlecall evaluations instead of individual
attribute weights (Baglione, 1994). It is basedlmnotion that for many consumers,
multiattribute choices may be unmeasruable whemeaed individually according to
each alternative’s attributes, but they are medédeinahen considered jointly in an
overall evaluation (Green and Rao, 1971). Oveptst several years, conjoint analysis
has been one of the most prominent methods forumegscustomers’ preference
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structures and has been widely used in marketisegreh practice (Meil3ner et al., 2008).
Perhaps the most prominent lodging industry apptinaof conjoint analysis was the
study by Wind et al. (1989) that helped Marriottr@mation design its Courtyard by
Marriott brand.

When comparing the validity of conjoint measuremeitih the AHP approach,
one has to distinguish between different typesoojant measurement methods which
can lead to varying results in terms of validitheTnumber of product attributes selected
must be reconciled with the characteristic of thveig conjoint method: The full-profile
conjoint analysis approach is ideal in the casa mlaximum of six attributes, but if more
than six attributes must be included, then the tdaponjoint analysis is the appropriate
method (Majlath, 2009). Though nowadays adaptivgaiot analysis and choice-based
conjoint methods are very popular, sometimesmase convenient to use the full-profile
approach. Adaptive conjoint analysis must be coempatiministered. The interview
adapts to respondents’ previous answers, whichatdrendone via the "paper and pencil”
method. On the other hand, the choice-based cdam@thod can be administered by
personal computer or via paper and pencil, butlteblave traditionally been analyzed at
the aggregate, or group, level. Aggregate-levelyaisais useful for detecting and
modeling subtle interactions that may not alwaysdwealed with individual-level
models. While these advantages seem to favor agtgragalysis from choice data,
academics and practitioners have argued that cagrsumave unique preferences, and
that aggregate-level models which assume homogersiinot be as accurate as

individual-level models (Orme, 1996). Thus, thd-farofile approach proved the better
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choice in this study, because it calculates afsatildies for each individual. In the next
section the CA is further described.

Assumption of CA. Two basic methodological assumptions are needed in
conjoint analysis (Gil and Sa’'nchez, 1997). Fagtroduct or service can be described as
a combination of levels of a set of attributes.dek; these attribute levels determines
consumers’ overall evaluation of the product owvex. It is based on the assumption that
all products are composed of attributes which meayeltwo or more levels.

Generally the steps involved in a conjoint analgsis be summarized as follows
(Green and Srinivasan, 1978):

1) Identification of attributes and attribute levels

2) Selection of a preference model

3) Selection of a data collection method,

4) Stimulus set construction,

5) Stimulus presentation,

6) Measurement scale for the dependent variable, and

7) Selection of an estimation method

Identification of attributes and attribute levels. One of the key assumptions

underlying the methodology is that an individugdieference for an object can be
decomposed into preference scores for componeiiite afbject. The identification or
generation of the relevant attributes and attribexels is essential in any rational model
of consumer preference (Cattin and Wittink, 1982)nceptually, the attribute choices
for conjoint analysis follow from the customer’'duct concept choices within the
market context. The researcher must identify theadled the determinant attributes.
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These attributes relate to preference and choidemtinguish the choice alternatives in
meaningful ways. A very important issue in attrdgelection is the trade-off between a
realistic description of alternatives, which regsia large number of attributes, and the
ease of the task for the respondent, which regaigsall number of attributes. There are
various ways to reduce the task complexity foneeginumber of attributes and attribute
levels, such as fractional factorial designs (Gy&zrroll, and Carmone, 1978; Green,
1974). It is essential that most researchers trgdoce the number of attributes to an
essential set of relatively uncorrelated attribuibed describe the product concepts in
terms of customer choice criteria.

Selection of preference modelGreen, Krieger, and Wind (2001) considered
three utility (preference) models: (1) vector mod2) the ideal-point model, and (3)
part-worth function model. The vector model estiesahe fewest parameters by

assuming the linear functional form. The model banepresented as follows.
J
Ui = Zﬁ i Xi
j=1

Where
U;= Utility for theith stimulus (i=1...1)
(¥ =Individual’s weight for each of the J attribu{gsl...J)

Xjj=the level of thgth attribute for theth stimulus.

In the ideal point model, s negatively related to the squared distadéeof the

location (%) of theith stimulus from the individual’s ideal point jXvhere isd?

defined as:
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di2 :Zﬁj(xij _Xj)2

Thus, the stimuli closer to the ideal point will im@re preferred.
Cattin and Wittink (1982) have found that the paarth model is the most
commonly used model in commercial applications. pae-worth model can be

represented as follows:
J
Ui = Z fj (Xij )
j=1

Where f, is the function denoting the part-worth of diffetéevels of X for the

jth attribute. This model has received wide acceqgdnecause of its ready interpretable
part-worth function (Green and Srinivasan, 1990prdvides the greatest flexibility in
allowing different shapes for the preference fumttiThe linear model is a special case.
Figure 2 illustrates what is meant by linear prefees, ideal point preferences, and

discrete (part-worth) preferences. The third grsiptws three part-worths.

Preference
Highest Highest
L 4 preference 4 preference
Lowest
oy | Y, A
Amount of attribute j Amount of attribute j Chosen levels of atiribute j

Source: Green, Kneger, and Wind (2001).

Figure 2. Alternative models of preference.
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Selection of a data collection methodThe data collection methods in conjoint
analysis have largely involved variations of twothoels, the full-profile approach
(Green and Rao, 1971) and the two-factor-at-a-approach (Johnson, 1974). The full-
profile approach utilizes the complete set of bitties to construct stimulus combinations.
The major limitation of this method is the problefmnformation overload when the
number of attributes is large. However, this prablean be dealt with by using a
fractional factorial design. Its major advantagéhet a more realistic description of
stimuli given by defining the levels of each of #it&ributes. In the two-factor-at-a-time
approach, the respondent is asked to rank theusacombination of each pair of
attribute levels from the most preferred to thesigaeferred. This method is easy to
apply, but lack of realism, possibility of pattezed responses, and a large number of
combinations to evaluate are major disadvantages.

In summary, the trade-off approach is simpler lkguires more evaluations. On
the other hand, the full-profile approach when gsrfractional factorial design requires
fewer but more complex judgments by the respondatile 2 shows an illustration of
the approach, as applied to consumer evaluatiosteef-belted radial replacement tires.
The table at the left shows the respondent ranlohgsach of the combination pairs of
brand and treads life. On the right is one of tBddur-factor stimulus cards that must be

sorted by the respondent.
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Table 2

Alterative Data Collection Methods

I. Two-Factor-at-a-Time Approath II. Full-Profile Approach (Sample stimulus
card

Tread life Brand
Tire 30,000 40,000 50,000 Sears
Brand miles miles miles Tread Life
Goodyear 8 4 1 50,000 miles
Goodrich 12 9 5 Sidewall
Firestone 11 7 3 White
Sears 10 6 2 Price

$55

Note 1 denotes the best-liked combination and 12 dasnibie least-liked combination for a hypothetical
respondent.

Sources®Green and Srinivasan (1978Green, Tull, and Albaum (1988).

Stimulus set construction. This step applies only to full-profile methoder
number of stimuli depends on the number of estichpsgameters. If the number of
parameters is large, fractional factorial desigaeén, 1974; Green, Carroll, and
Carmone, 1978) can be used to reduce the numlsendfinations to a manageable set.
When two or more attributes are highly correlatzdation of a superattribute, which
represents both attributes, is suggested (Greesangassan, 1978). Steckel, DeSarbo,
and Mahajan (1990) provide another approach forimiaing "orthogonalness” subject
to meeting various user-supplied constraints orattréute levels that are allowed to
appear together in full-profile descriptions. Keegnd Green (1988) and Wiley (1977)
suggest methods for constructing stimulus setsdaojoint analysis that are Pareto
optimal (i.e., no option dominates any other optorall attributes). Huber and Hansen
(1986) and Green, Helsen, and Shandler (1988) repgpirical results on the question of
whether Pareto-optimally designed choice sets pgeogreater predictive validity than
standard orthogonal designs in predicting a holdetbf realistic (Pareto-optimal) full

profiles. The results are mixed. Whereas HuberHantsen's study, utilizing paired
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comparison preference judgments, suggests thatoR@pémal choice sets predict better,
Green, Helsen, and Shandler's study, utilizinggdudffiles, indicates the opposite. More
recent studies by Moore and Holbrook (1990) and&ltouviere, and Davey (1989)
support and extend the findings of Green, Helsed,%handler's study. So far, the
weight of the evidence suggests that orthogonatjdesre very robust even when
prediction is made on Pareto-optimal choice setedfsand Srinivasan, 1990).

Stimulus presentation. Presentation of the stimuli involves three appreach
verbal description, paragraph description, ancop@i representations. Verbal and
paragraph descriptions of alternatives are the emsimonly used methods (Cattin and
Wittink, 1982). These procedures are convenierdjgiitforward, and inexpensive.
However, Green and Srinivasan (1990) reported ereasing use of the pictorial
presentation format. These kinds of presentaticaisenthe task more interesting to the
respondent. They also provide easier and potenteds ambiguous ways of conveying
information and thus allow a greater number oflaites to be included in study. In
addition to the three approaches mentioned forutipresentation, there is also some
evidence that conjoint methodology is increasirigging used with actual physical
products as stimuli to make the choice process meaiéstic. Hence, the selection of a
presentation method has to be done according toltjeetives of the conjoint analysis
(Scholz, 2008).

Measurement scale for the dependent variableThe measurement scale can be
classified as non-metric (rank order, paired conspal) or metric (ratio scales, rating
scales). Traditionally, conjoint data have beemecteéd on a non-metric scale. However,
Wittink and Cattin (1989) reported a decrease enrthative popularity of rank order
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response scales. Rating scales now account forsabrtwalf of all commercial

applications.

Estimation methods. Estimation methods in conjoint analysis can be disoa

classified into three categories (Green and Srgamal978):

1. Dependent variable is at most ordinally scaled

a. MONANOVA which is restricted to the part-worth furan model

C.

(Kruskal, 1965; Kruskal and Carmone, 1969).

PREFMAP which can be used with either the part-wérhction
model or the vector model (Carroll, 1972; Carrolla&Chang, 1967).
Johnson’s non-metric trade-off procedure whichlbamsed with
either the part-worth function model or vector migddehis, Seaman,
and Montgomery, 1976).

LINMAP which uses linear programming, rather théassical
statistical methods employed by the other appraafBenivasan and

Shocker, 1973).

2. Dependent variable iatervally scaled

a. The Ordinary Least Squares (OLS) method which hamaortant

advantage of providing standard errors for thenestted parameters
(Johnston, 1972).

Minimizing Sum of Absolute Errors (MSAE) which peiteithe
researcher to impose a priori constraint on thienas¢d parameters

(Srinivasan and Shocker, 1973).

3. Relate paired comparison data to a choice prolabiodel.
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a. LOGIT which is preferred when the attribute weigaxibit a
lexicographic structure (McFadden, 1976; Green@adnone, 1977,
Punj and Staelin, 1978).

b. PROBIT which is particularly suited to the case veh& dichotomous
intention-to-buy scale is used (Goldberger, 196 Bnd Winter,
1977).

The choice between (1) and (2), and (3) should g pe the scale properties of
the dependent variable. Wittink and Cattin (19&Parted that the OLS was the most
frequently used method in the 1980s. This trerabissistent with the results indicating
that metric analysis is robust regardless of thasueement scale for the dependent
variable (Carmone, Green, and Jain, 1978). Lundhia, and Smith (1988) also
reported that the OLS regression method prediotttethan either MONANOVA or
LINMAP.

The above steps in conjoint analysis and the atemm methods of implementing

each of the steps are summarized in the Table 3.

Table 3
Steps involved in Conjoint Analysis
Step Alternative methods
1. Identification of attributes andFocus-groups and expert panel, surveys of custoiners
attribute levels depth consumer interviews, expert questionnaiaaty e
studies etc.
2. Selection of a model of Vector model, ideal-point model, part-worth funatimodel
preference
3. Data Collection method Two-Factor-at-a-Time (E-®ff Analysis), Full Profile

(Concept Evaluation)
4. Stimulus set construction for Fractional factorial design, random sampling from
the full-profile method multivariate distribution, Pareto-optimal designs

5.Stimulus presentation Verbal description (multiple cue, stimulus cardragraph
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description, pictorial or three-dimensional model
representation

6. Measurement scale for the Paired comparisons, rank order, rating scales tanfisum
dependent variable paired comparisons, category assignment (Car@i9L

7. Estimation method MONANOVA, PREFMAP, LINMAP, Johnson’s honmetric
tradeoff algorithm, OLS, LOGIT, PROBIT
Source: Green and Srinivasan (1978).

The Analytic Hierarchy Process (AHP)

The most recent development in multiattribute denignaking is the analytic
hierarchy process (AHP). The AHP, a relatively rempositional approach, has been of
substantial impact in business research and pltigun managerial decision making
for a long time (Meil3ner et al., 2008). Historigalthe AHP has been applied to the
problem of multiattribute decision making of an eemic and strategic nature and its
principal application is in decisions in which sedtjve criterion play an important role
(Schoner and Wedley, 1989). However, the practieailire of the method, suitable for
solving complicated and elusive decision probleimss led to applications in highly
diverse areas and has created a voluminous bddgrature (Zahedi, 1986).

Assumption of AHP. The AHP assumes that decisions are reached in a
hierarchical fashion. It is used to determine tlative importance of a set of criteria or
attributes using a hierarchical structure (Saaly,7). The measure of preference
obtained by the AHP in a multiple criteria decisimaking problem under certainty
satisfies the definition of an additive value fuant(Kamenetzky, 1982). It involves an
importance-ratio assessment procedure and usesaadtiy to establish preferences and

orderings (Dyer, Fishburn, Steuer, Wallenius, aiwhts, 1992).
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The approach can be explained in the following foajor steps (Johnson, 1980):

1) Construction of the selected decision problem antoerarchy;

2) Evaluation of the elements in each level of thasiee hierarchy by pair-wise
comparisons;

3) Estimation of the relative weights and evaluatibthe consistency of judgment;
and

4) Synthesis of the relative weights.

Construction of the AHP hierarchy. The most important step in AHP is the
decomposition of a complex problem into a hierarchinterrelated levels. Each level
consists of a few manageable elements and eacleei¢hen decomposed into another
set of elements (Saaty 1977). The overall decislmactive, such as the objective of
making the best decision (or selecting the bestrative) lies at the top of the hierarchy.
The decomposition process continues down to the spexific courses of action
considered, which are represented at the lowest td\the hierarchy. The lower levels of
the hierarchy contain attributes that contributéhtoquality of the decision. The last level
of the hierarchy contains decision alternativeseadection choices. For instance, in the
decision problem of selecting a restaurant, ch@pairestaurant comprises the objective
in Level 1. Level 2 consists of menu price, locatiand service quality. Finally, the
selection alternatives (restaurants) constitutdasielevel, Level 3; in this example (see

Figure 3).

42



Restaurant Selection
OBIECTIVE

CRITERIA Mexfu Price Location Service Quality

OPTIONS Restaurant A Restaurant B Restaurant C

Figure 3. Restaurant decision problem.

Estimation of elements A measurement methodology is used to establish
priorities between the elements in each level efftierarchy. The pair-wise comparisons
are made, using a semantic descriptive 9-poinhsity-of-importance scale, with respect
to each of the elements at a higher level. Thepdt scale provided by Saaty (1996) is
given in Table 4. The fundamental scale shows teammg of numbers from 1 to 9.
These numbers indicate the intensity of the refstigps between the elements. The
research results maintain that the short term mgwicthe human brain and its ability to
internalize can evaluate approximately 7+2 situegiGonmez and Hacikoylu, 2012).
The 1-9 scale reflects the intensity of personaleds that have been developed by Saaty
and many AHP users. However, the fundamental seadde altered to suit an
individual's needs, and it can deal with great amswf information. It is the ratio scale

that distinguishes AHP from the traditional deamsanalysis methods (Wind and Saaty,
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1980). A matrix of pair-wise comparisons is consted by reference to the semantic
scale. Comparisons ask the respondent which ottik&ria are more important and to
what extent they are important. The ratio scalesed in determining the weights of the
criteria through pair-wise comparisons (Scholllet2005).

Table 4

Saaty’s Fundamental Scale

Intensity of Definition Explanation

importance or

preference

1 Equal Importance or ~ Two activities contribute equally to the
preference objective

3 Moderate importance orExperience and judgment slightly favor one
preference activity over another

5 Strong importance or  Experience and judgment strongly favor one
preference activity over another

7 Very strong or An activity is strongly favored and its
demonstrated dominance is demonstrated in practice
importance or
preference

9 Extreme importance or The evidence favoring one activity over
preference another is the highest possible order of

affirmation
2,4.6,8 Intermediate values between the two adjacent judtgrfer when

compromise is needed.

If alternativei (row element) is preferred to alternativeolumn element) then
the (,j)'th cell of the matrix measures the strength @ference for théth over the j’'th
and cell {.i) is the reciprocal of that number. In the abowstaerant example, the goal is
to choose a restaurant based on three attribuesu price, location and service quality.
In step one the relative importance of the thretofa is determined by comparing them
two at a time (3 comparisons). If location is ma@dely more important than menu price
it will be given a 3 by the respondent. Conseqyesaitomparison of menu price to
location is assigned a 1/3. In step two the reataualternatives are compared with

respect to each of those factors. If Restauraist gtrongly more preferred to Restaurant
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B with respect to menu price it will be given ariilahe comparison of Restaurant B to
Restaurant A will be 1/5 or 0.2 with respect to shene attribute. When compared to
itself, each element has equal importance. Diageleahents of the input matrices,
always equal one, and the lower triangle elemeintiseocomparison matrix are the
reciprocal of upper triangle elements or vice veldais, pair-wise comparisons data are
collected for only one half of the matrix elememscluding the diagonal elements. The
complete model for the restaurant choice problethraequire an aggregation of
importance weights and restaurant preference neatrithe details of estimation and
synthesis are presented in Appendix A.

Conceptual Comparison of the AHP and CA

The two classes of choice models, AHP and CA, diffeseveral ways.
Theoretically, the AHP process relies on multiatite value theory, whereas CA relies
on random utility theory, while both models aredzhsn the additive linear utility
function. And both models can be said to rely ahtytheory and results can be
compared. To fulfill the assumptions of the additutility model that AHP and CA
employ, attributes have to be independent from edlodr and the attribute levels must
be mutually exclusive and exhaustive (Orme, 2002b).

While the AHP follows a compositional approach @Hdws a decompositional
approach. This produces different respondent tdskhe AHP the respondent must
evaluate each alternative against other alterrativéerms of which is more important
and by how much. This is a ratio-scaled judgmeantdnjoint analysis the task is to rank
or rate a complete product or package and is thusdinal or interval type of
measurement.
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The CA model usually uses an experimental desigromstructing product
profiles. The algorithm can estimate the part-waithttribute levels for an individual as
well as a group of respondents. The AHP does mpfire an experimental design and
utilities are estimated at the individual resporidevel. The CA model usually uses the
least squares or maximum likelihood method of estiiom, whereas AHP usually uses
eigenvalue (or the right eigenvector) estimation.

The two models also differ in terms of the algarnthand the choice processes
used. CA models frequently use a full-profile agmto for data collection that requires
alternative processing. It assumes that attribate®valuated simultaneously. This is
considered a more realistic description of stimDA estimates individual utility
functions that are used to predict choice behatilowever, AHP uses an attribute
processing approach. This two-factor-at-a-time aagh is easy to apply but lack of
realism is its major disadvantage. It uses a heéireal evaluation of attributes and
estimates the priority weights at each level.

In summary, conjoint analysis models have been gepular in marketing and
can be classified in the compensatory models cagegibere is an increasing trend in the
application of AHP in marketing and consumer bebaAHP can be also classified in
the compensatory (additive) utility models but eliff from conjoint analysis in several
ways. In order to facilitate a theoretical compamisa summary of similarities and
difference between AHP and CA can be seen in Talpté Mulye, 1998; Kara, 1993;
Helm et al., 2003, 2004b; Kallas et al., 2011).Séhtheoretical differences are the

starting point for further comparison of the models
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Table 5

Conceptual Comparison of AHP and CA

AHP CA
Assumptions Preferential independence of the Preferential independence of the
attributes attributes
Utility model Weighted additive utility model Addle part-worth model
Theoretical Compositional approach Decompositional approach
background Weights estimates rely on the Coefficient estimates rely on the
Multiattribute Value Theory, Random Utility Theory, representing
representing the attributes’ rank  the attributes’ rank
Scale used Ratio scaled Rank order, rating ortantisum
scale
Algorithm Attribute processing approach Alternative processing approach
Estimates priority weights Estimates individual utility function
Experimental Complete design and some Fractional factorial design
design Incomplete Pairwise Comparisons
(IPC)
Estimation Eigenvalue estimation Least square estimation
model Approximation method LINMAP
Mean transformation MONANOVA
Row/column geometric mean PREFMAP
The harmonic mean MSAE
Choice process Hierarchical evaluation of attributeSimultaneous evaluation of attributes
Hierarchical evaluation of Simultaneous evaluation of
alternatives alternatives
Data collection Paired comparison of attributes andComplex evaluation of complete
(Interview alternatives stimuli (ranking, rating or paired
expense) comparisons)
Results Relative utilities of all attribute Part-worths of all attribute levels

levels; attribute weights

Primary focus
in most

To aid the decision making process To measure consumer values,
prediction of brand choice

applications
Application Selection problems and/or design Design problems
range problems

Sources: Mulye, (1998); Kara, (1993); Helm et@Q03, 2004b); and Kallas et al., (2011).

Determining Attributes in Preference Measurement

The first stage in the design of a conjoint analgsudy as well as an AHP study

is the selection of the attributes. Regardlesfi®fapproach, to conduct an effective study,

correctly identifying the relevant attributes is/k€he chosen attributes should be

relevant for respondents, since the conclusionsmabout consumer choice would
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change if we ignore the existence of importantdesc{Lancaster, 1991). The presence of
either too many or irrelevant attributes may leadr overly complex decision for
respondents and may result in more inconsistentamdbm responses (Bennett and
Blamey, 2001). Typical CA studies employ up toaitxibutes (Helm et al., 2004a; Green
and Srinivasan, 1990; Orme, 2002a). Using moréates may overstrain respondents
leading to simplification strategies that resultistorted preference structures (Green
and Srinivasan, 1990). AHP allows more attributéhkiw a hierarchy, but in order to
conduct a fair comparison only four attributes @bserved.

Firstly, a set of attributes and attribute leveds ko be defined. This step is crucial
for any preference elicitation technique becaukelie and valid results can only be
obtained if the determinant attributes and atteldavels are evaluated (Helm et al.,
2004a). So one main focus of any preference measmtestudy should be the
investigation of determinant attributes and attieblevels (Orme, 2002b). According to
Helm et al. (2004a), there are several sourcesfofmation about structuring sets of
attribute, e.g. focus groups, surveys of custome+depth consumer interviews, expert
guestionnaires, and early studies. In this studyk#y attributes of customer value related
to hotel brand equity will be extracted from eastydies based on brand equity.

In the following sections, a brief overview of theaning of brand equity is
provided prior to exploring the application of bdagquity research in the hotel context.
These sections will review the existing literatarel research in the field of hotel
branding. The key components of brand equity arediiced and their application in the

hotel context is considered.

48



Brand Equity

To date, brand equity has been comprehensivelyestizhd generally accepted as
a precious asset for organizations. Ever since AdI@91, 1996) identified the explicit
dimensions of brand equity and Keller (1998) ideedi the sources of brand equity, the
concepts of brand loyalty, brand awareness, pexdejuality, brand associations, and
brand image have been well-associated with brandyegnd widely tested empirically
in related studies (Low and Lamb, 2000; Kim and K&005; Boo et al., 2009).

As mentioned earlier, there exist so many defingiabout brand equity
according to different researchers or varied maskattions, but basically Farquhar's
definition, in which he describes that brand eqistihe added value that a brand gives a
product, is the most widely accepted (Farquhar919&4). In this perspective, hotel
brand equity can be seen as the added value tbpnotkicts by such brands as Sheraton,
Marriot, Hilton, Hyatt, and Westin (Kim and Kim, @6).

Service Branding and Hotel Brand Equity

Many studies have suggested that brand equity dhamibn important research
domain because of its strong association with nieretrategy and firms’ sustainable
competitive advantage (Keller, 2003; Pappu eR&l05; Tasci et al., 2007). Generally,
brand equity has been accepted as the primaryeoficapital for many industries
(Bendixen et al., 2004) and considered to createauer loyalty, enhance consumer
trust, and reduce the perceived risk, especialgemvices (Lee and Back, 2008).

Since brand equity is now an important subjectrand management and
inseparably linked to customer value (preferen@esywer and Knox, 2006), its role in
hospitality firms is deemed very important (de Clagony et al., 2005; Kay, 2006). Zhou
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et al. (2008) have declared that service industnieshighly customer value-oriented.
While research claims that the number of empistatlies connecting brand equity of
service firms with their managerial strategiesiweasing (Keller, 2003), relatively
limited empirical evidence can be found with resgge¢he consumer-based equity of
service brands in the hospitality industry (Koné&aund Gartner, 2007) due to the fact
that most conceptual and empirical research haséston products and not services
(Boo et al., 2009).

Few articles regarding brand equity of hospitatiy be found, especially
focusing on restaurants and hotels. Many earlyistuale related to qualitative
theoretical analysis; researchers began to usguduatitative approach in the empirical
studies. For instance, a study by Cobb-Walgreh é1895) is the first study which
adopts Aaker (1991) model to measure customer-dased equity, comprising four
dimensions: brand awareness, brand associatiorgiped quality, and brand loyalty.
Prasad and Dev (2000) established a hotel brantyenadex model, including the two
dimensions of brand awareness and brand performBadey and Ball (2006) rethought
the meanings of hotel brand equity. They believe tecessary to integrate the different
views to study hotel brand equity, and they prodaseew concept for hotel brand
equity based on the point of view of both the propewner and the customer. The
research by Kim, Kim and An (2003); Baldauf, Craseend Binder (2003); Kim,
Dimicelli, and Kang (2004); Kim, Jin-Sun and Kind@8); Kim and Kim (2004); Kim
and Kim (2005); Kim and Kim (2007); Atilgan, Aksognd Akinci (2005); Kayaman and
Arasli (2007); Nel, North, Myburg, and Hern (2008n and Ghiselli (2010); So and
King (2010); and Zhou and Jiang (2011) concentratethe brand equity of hotels and
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restaurants (see Table 6). By considering botlitérature review and Aaker’s (1996)
fundamental concept of brand equity, it can be kaled that hotel brand equity is
composed of four major components: awareness, iaso¢image, perceived quality,

and loyalty. Each component is discussed brieflgwe
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Table 6

Research on Hotel Brand Equity Dimensions

Brand equity dimensions Context Researcher
Brand loyalty, brand Impact of consumer-based brand equity okim, Kim, and
awareness, perceived firms’ financial performance in the luxury An (2003)

quality, brand image hotel sector

Brand awareness, perceivedmpact of perceived brand equity on brandaldauf, Cravens,
quality, brand loyalty profitability, brand sales volume, perceivednd Binder (2003)

customer value and purchase intention in

the value hotel chain.
Brand awareness: top of  Measuring brand equity of restaurant Kim, Dimicelli,
mind brand, brand recall, chains as the monetary equivalent of the and Kang (2004)
brand recognition total utility a consumer attaches to a brand.
Brand loyalty, perceived Relationship between brand equity and Kim and Kim
quality, brand awareness, firms’ financial performance in luxury (2005)

brand image hotels and chain restaurants.
Brand association, perceivedRelationship between hotel’s equity Kim, Jin-Sun, and
quality, brand awareness, dimensions in mid-scale hotels Kim (2008)

brand loyalty
Brand loyalty, perceived Relationship between four components ofKim and Kim

quality, brand equity and restaurant firms’ (2004)
brand awareness, brand performance

image

Brand association, perceivedeterminants of mid-scale hotel brand  Kim and Kim
quality, brand awareness, equity (2007)

brand loyalty

Brand loyalty, perceived Four determinants of overall brand equity Atilgan, Aksoy,
quality, brand awareness, in the beverage industry and Akinci (2005)
brand association

Perceived quality, brand Interrelations of the four brand equity Kayaman and

loyalty, brand image, brand components in five-star hotels Arasli (2007)
awareness

Brand image, brand Comparing brand equity across selected Nel, North,
awareness, brand loyalty, hotel brands (low, medium or high-priced)Myburg, and
perceived quality Hern (2009)
Brand awareness, brand  Interrelationship among brand equity Sun and Ghiselli
association, brand quality, dimensions in the lodging industry (2010)

brand loyalty
Brand awareness, brand  Building and measuring hotel brand equity So anagKi

meaning (2010)
Brand loyalty, perceived Impact of customer-based brand equity orzhou and Jiang
quality, brand perceived value and revisit intentions in  (2011)

awareness/associations the budget hotel segment
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Dimensions of Brand Equity

To operationalise the brand awareness, brand {gyaid brand image
dimensions suggestions from Kim and Kim (2006) gtweére employed.

Brand awareness.Brand awareness is “the ability for a customeetmgnize or
recall that a brand is a member of a certain prodategory” (Aaker, 1991, p. 91). Brand
awareness can be viewed as the strength of aliratsd’'s presence in the consumer’s
mind.

Brand image. Keller (1993, p. 3) defined brand image as “pericgstabout a
brand as reflected by the brand associations hetddnsumer memory.” Hotel brand
images are the memories related to a hotel bracdnlbe a set of meaningful
associations with the hotel. Brand image refetsrémd perceptions projected by these
associations.

Perceived quality. Perceived quality is “the customer’s judgment al@ut
product or service’s overall excellence or supégd(Zeithaml, 1988, p. 3). Perceived
guality of hotel brand can be defined as the comsigsubjective evaluation of a hotel
product or service quality.

Brand loyalty. Brand loyalty is defined as “the attachment thatistomer has to
a brand” (Aaker, 1991, p. 65). Hotel brand loyalan be regarded as the preference and
continued revisiting of a hotel as a result ofattion with the service or products of
the hotel.

In summary, strong brand equity means that custofmre high brand-name
awareness, maintain a favorable brand image, perdeat the brand is of high quality,
and are loyal to the brand (Kim and Kim, 2004)s limportant for hotel companies to
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focus their efforts on building up these aspectsrahd equity to varying degrees that
suit their target customers in order to strengtheir brand positioning in the consumer’s
mind to encourage consumption such as a hotelstizgng, 2010). Table 7, below,
shows the attribute levels identified from therkterre review and grouped according to
the dimensions described above to form the badisi®empirical investigation. After
selection of attributes and attribute levels, thetsgbutes and their respective levels were
then used to compile hypothetical profiles or sc@saThe research design is covered in
the following sections. The type of data and howvdata was collected are also

explained in that section.
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Table 7

The List of Four Attributes as well as Detailedridtite Levels’ Descriptions

Drawn from the

Attributes  Levels Descriptions i
iterature
Brand Extent to which the intended targeted
awareness Advertising customers are aware of an advertising
Cobb-Walgren,
message . Ruble, and
Top-of-mind brand The hotel name that is foremost on theDonthu (1995);
mind of customers
: Netermeyer et
The degree to which consumers feel theI o
. . ; al., (2004); Kim,
Brand popularity  brand is popular with and used by AT
Dimicelli, and
others. Kang (2004)
Brand familiarit The degree to which consumers are 9
Y tamiliar with the brand name
Brand Clean image A very clean and orderly image
'mage A luxurious, stylish, prestigious, and Kim an.d K'm
Elegant . . . (2005); Kim,
suitable place for high class clientele %.
atmosphere Jin-Sun, and
: : Kim (2008);
Feels like home A comfortable, quiet, and restful image, . 24 Kim
The room rate and other fees for using(2004); Sun and
Good value the facilities at the hotel are reasonabléshiselli (2010)
to pay
qpﬁgﬁg'/ved Error-free service  Staff of the hotel has knowledge and ggqozg]'dK}i(r:qman d
(Assurance) confidence to answer guests. Kim (2005):
Prompt service Service without delay (e.g. promptnessviola and Jusoh
(Responsiveness) of check-in and check-out) (2011) Markovic
Courteous service Friendly, polite, and respectful service and Raspor
(Empathy & with neat, clean and appropriately ~ (2010); Malik,
Tangibles ) groomed appearance Naeem, and
Nasir (2011);
Reliable service  Handling of complaints and problems Parasuraman,
(Reliability) sincerely Zeithaml, and
Berry (1988)
Brand Friends’ Positive comments about the hotel . :
. Kim and Kim
loyalty recommendation  brand from other people L
(2005); Kim,
The hotel brand would always be my *.
Frequent customer first choice compared to other hotels Jin-Sun, and
Kim (2008);

Previous
experience

(e.g. frequent guest programs)

The hotel brand that never disappoints
me, guarantees satisfaction, and alwa
meets my expectations

Kim and Kim
2004); Sun and
hiselli (2010)
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CHAPTER 3
SURVEY METHODOLOGY

In Chapter 2, the two choice models used in thuidystAHP and CA were fully
described and compared on a theoretical basislditien, the chapter identified the key
attributes of hotel brand equity, namely, brandrawess, brand image, perceived quality
and brand loyalty, based on the literature reviewy.( Aaker, 1996; Keller, 2003). In this
chapter the distribution and the construction efshrveys, as well as the delimitations of
the study will be discussed. Next, this chaptecdbess the design of the empirical study
and discusses the steps involved in the implementat conjoint analysis (CA)
followed by analytic hierarchy process (AHP), irdihg attribute selection, experimental
design, survey design, data collection, and mgaetification.

Sample and Procedure

In order to be able to compare the validity of b&HP and CA across offline and
online data collection modes, it had to be assthratithe study designs of the surveys
were identical. Thus the offline (paper-based) syrand the online survey consisted of
the same questions and every attempt was madepotke instrument as equivalent as
possible across the two data collection methodboth versions at the beginning of the
guestionnaire one screening question was asketbitify if respondents had stayed at a
hotel in the last 12 months. Those who met thigian were allowed to continue with
the survey.

For the offline survey, a convenience sample ofegel students were recruited
and interviewed using a paper-and-pencil questioana@he survey was administered to
undergraduate students from three different toudksses on October 24, October 29
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and November 15 in 2012 from a large Arizona ursitgrContacts were made with the
instructors for approval of the survey. The intewer then communicated with the
participants concerning the purpose and descritidhe survey. Then, they were
instructed on how to complete the forms correctigt @ere given extra credit points for
participating. Additionally, they were ensured ttagir participation would be
confidential and anonymous.

For the online survey, the population of interesisisted of domestic
travelers who stayed in economy, mid-range or Upduatels. To obtain a representative
sample (or as close to it as possible) as welt@adogeographic representation,
respondents were sourced from a well-reputed psmfeal sampling company’s online
consumer panel. The online consumer panel contarszanple of respondents balanced
according to US census data validated by variousodeaphics criteria. The survey was
deployed on their website from March 5, 2013 to ¢har, 2013. The database provided
by the online research company is designed tofresentative of the U.S. population,
and respondents have agreed to be contractedriaysu The participation incentive was
offered to potential survey respondents tral were paid $8 each as compensation for
their time.

Delimitations

The scope of this study is delimited to those waeehstayed in economy, mid-
range or upscale hotels in the past 12 months emnover 18 years of age. Thus, in both
versions respondents were screened prior to gaatiog in the survey. The primary
screening criteria required respondents to be b8grears of age and have spent at least
one night in a hotel in the previous 12 months.
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To achieve a comparison of the two data colleatr@thods, the offline and
online samples were recruited separately. Howelrertwo samples did not consist of the
same test persons. In particular, a student (elflsample, as a result of limited resources
both in time and finances, is not considered toepeesentative of the target population.
Nonetheless, this study chose college studentsefggral reasons. Given the
experimental nature of the study, the use of aestusample allowed for control of the
administration of the study tasks. Also, accordmgfelm et al. (2004b) a general
knowledge of the decision problem is a pre-conditddien selecting respondents for
preference measurement studies. From this perspettithe current study on hotel
branding the hotel design problem was considerdxt tparticularly suitable and
relevant for those enrolled in tourism-related majmecause the tourism students
interviewed in this study have enough knowledgegive valid answers and are familiar
with the problem. Convenience samples of collegdesits are often utilized for validity
testing (Klein et al., 2010). The literature reflean extensive use of student samples
(e.g., Mulye, 1998; Helm et al., 2003, 2004a; 2Q®@itholl et al., 2005; Klein et al.,
2010).

Questionnaire Design

In both versions, the questionnaire consists of fauts. In part 1 an introduction
of the decision/design problem is given by desnglkand explaining the attributes and
attribute-levels along with a cover letter incluglithe propose of the study, the expected
amount of time required for completion of the qigrstaire, and the confidentiality of
the responses. Part 2 and 3 consist of the AHRC&ngluestionnaire where the order was
varied systematically to compensate for order &ftdeinally, the respondents had to
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answer ten choice tasks including four alternatimgzart 4. At the end of the survey
some additional questions on socio-demographiggedsas traveling characteristics
were asked. Further questions concerning hotelveweent and knowledge were added.

In order to rule out the possibility of potenti@mdographic influences, all
respondents answered both AHP and CA questionnaues randomly determined
order. Because the predictive validity of the (loait) choices for each method may
depend on the order in which the methods were eghpihe present study used both
orders. Thus, in order to account for and equal@ential order effects about half of the
respondents completed the AHP task first, whileatter half did the CA task first. This
manipulation allows the researcher to determinesittent to which task order effects
exist and to examine the results for their presefidditionally, respondents in the offline
(paper based) sample requested to take the tigentrezled for answering the questions,
whereas for the online sample the time taken topteta the survey was recorded by the
online research company.

Conjoint Experimental Design

There are important steps in designing a conjmatysis which must be followed.
The first step was to select the most importamibattes - those which were most
frequently chosen in the previous research (sel2e B)bNext step was to choose an
appropriate conjoint analysis approach. Based emeahiew of the previous studies
where the conjoint analysis was used (Mulye, 1988m et al., 2003, 2004a, 2004b;
Scholl et al., 2005; Klein et al., 2010), full-pitefapproach, the most common method of
data collection in conjoint research (Gil and Shax; 1997), was chosen to be used. In
CA, it is possible to assess what consumers trallyevin a product or a service
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(estimating the utilities). CA assumes that altrad attributes are independent from each
other. In general, conjoint is an appropriate apphonvhen the number of attributes is not
very large. It is suggested to limit the numbepisented stimuli to 20 (Voeth, 2000).
Respondents in the present study were requestatikprate or score a set of profiles
(cards) according to their preference, one at a.timCA, each profile describes a
complete product or service consisting of a diffiéi@mbination of levels of all
attributes. The attributes and their respectivebaite levels identified from the literature
review used in the current study are summarizedbre 8.

Table 8

Attributes and Their Levels

Brand equity attributes Levels Data type
Brand Awareness Advertising Discrete
Top-of-Mind brand

Brand popularity
Brand familiarity
Brand Image Clean Image Discrete
Elegant atmosphere
Feels like home
Good value
Perceived Quality Error-free service Discrete
Prompt service
Courteous service
Reliable service
Brand Loyalty Friends’ recommendation Discrete
Frequent customer
Previous experience

Once the attribute and attribute levels have betstted, they must be combined
into hypothetical products for respondents to cateank. The attributes and levels in
Table 8 gave rise to 192 possible profile$x8). Based on previous research, Johnson
and Orme (1996) and Pignone et al. (2012) sugpasittwould be a tedious task for

respondents to answer all the questions when timbauof profiles is too high. So in
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order to make the task easier for respondentsaaretitice the possible number of
profiles to a manageable level, while still allogyithe preferences to be inferred for all of
the combinations of levels and attributes, CA wslkeat is termed as fractional factorial
design to present a suitable fraction of all pdestbmbinations of profiles. The resulting
set is called orthogonal array. Orthogonal arragifgteconsiders only the main effect of
each attribute level, and not the interaction é¢fféetween attributes. Using the
orthogonal array experimental design, from allgbssible combinations of attributes
and levels, 16 combinations were chosen as stitmile used in this research, which are
shown in Table 9. Four control stimuli (holdoutksswere added to the given design.
These four hold-out stimuli were not used by thejaimt procedure for estimating the
utilities but used to assess the validity of thitws in prediction.

Table 9

The Results of Orthogonal Array

Profile Brand Awareness Brand Image Perceived Quality Btarydlty

1 Brand familiarity Elegant atmosphere Courteous service drgexperience

2 Advertising Good value Reliable service Previous Experience

3 Advertising Elegant atmosphere Prompt service Friends .
recommendation

4 Brand popularity Good value Prompt service Frequent mesto

5 Top-of-Mind brand  Clean Image Prompt service Previopsr@nce

6 Brand popularity Elegant atmosphere Reliable serviceF”endS .
recommendation

7 Brand familiarity Good value Error-free service':rIendS .
recommendation

8 Brand familiarity Feels like home Prompt service Friends .
recommendation

9 Advertising Clean Image Error-free serviceF”endS .
recommendation

. . Friends’

10 Brand popularity Clean Image Courteous service .

recommendation
, . . . Friends’

11 Top-of-Mind brand  Feels like home Reliable service .
recommendation

12 Advertising Feels like home Courteous service  Frequeidoer

13 Top-of-Mind brand  Elegant atmosphere Error-free serviderequent customer

14 Top-of-Mind brand  Good value Courteous servic'tgrlends .
recommendation
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15 Brand popularity Feels like home Error-free service  Posvexperience

16 Brand familiarity Clean Image Reliable service Frequent cestom
17* Top-of-Mind brand Clean Image Error-free service  Friends’
recommendation
18* Brand popularity Clean Image Courteous service  Prewrpsrience
19* Brand popularity Elegant atmosphere Courteous servicaends’
recommendation
20* Advertising Feels like home Error-free service  Friends’
recommendation

Note *Holdout profiles

Sixteen stimulus cards were prepared; each cardioaa a combination of
attributes from the orthogonal array. Within thejomnt task, respondents had to rank the
sixteen combinations according to their prefererusasg 1 and 16 to indicate highest
and lowest preference, respectively. Ranking isroftsed since it provides similar results
compared to ratings. Carmone et al. (1978) compidedverall conjoint model
goodness of fit under several forms of input dessv (data, rankings, and six-point rating
scales), and found conjoint analysis to provideusblbesults regardless of the type of
input data scales, with superior recoveries fokirags in some cases. On this issue as
advised by Mulye (1998) the present study followrezlconjectures of Green and
Srinivasan (1978) that ranking scales may be narable than rating scales for several
reasons. First, it is easier for a respondent pvesss which option is preferred over
another option than to indicate the magnitude efptreference. Second, the conjoint
axiom of strict ranking of alternatives (Louviel€88Db) is likely to be satisfied better by
the ranking task than the rating task. Third, #eking scale is a comparative scaling
procedure requiring consideration of all the pexfiln the evaluation task, while in the
rating task respondents can give judgments indepraf the other profiles in the
experiment. As a result, the rating task resuli iarge number of ties and at times can

lead to intransitive judgment if respondents dofothow the instruction of considering
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all profiles in their task (Mulye, 1998). Ties alsccur due to the limitations imposed by
the gradation of a rating scale (Mulye, 1998).

The preference model chosen is the part-worth fonehodel, which is suitable
for discrete data. Ranking data provided by thpardents were analyzed with the use of
ordinary least squares regression because oflatstoess most common for metric as
well as for ordinary measurement scales (Wittint @attin, 1981; Mishra et al., 1989).
This is confirmed by the findings of Green and &asan (1978) and Wittink and Cattin
(1982) that there is little difference between padly least squares and monotonic
regression results.

AHP Experimental Design

In AHP, first, a decision problem, e.g. determinthg individually most preferred
alternative from a given set of products/conceptmodeled as a hierarchy. In other
words, all attributes being relevant for judginteatatives have to be arranged within a
hierarchy. At the top level, the main objectivelod decision problem has to be specified
and decomposed into several second level attrilautdsorresponding attribute levels on
the third level. Further, Helm et al. (2003) expfathat there are two types of hierarchy:
complete and incomplete hierarchy. In the formeeddifferent alternatives (products or
concepts or rather “stimuli” in the CA terminologye considered at the bottom level of
the hierarchy, whereas in the latter attribute leaee shown. The use of incomplete
hierarchies only covering attribute levels, instehdomplete stimuli at the bottom level,
is advisable because it allows for the estimatiopaot-worths directly, thereby making
AHP suitable to solving multiattribute design prexol, and is thus chosen in this study.
For the evaluation of hotel brand equity in thispemsal study the decision problem was

63



structured in a 3-level hierarchy and is modelingrecomplete hierarchy. The same
attributes and levels as in case of CA were uskalwing the proposed hierarchical

structure as depicted in Figure 4.
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Figure 4. Hierarchical hotel brand equity model.

To perform a fair comparison to CA, the resultingrarchy is evaluated in a
bottom up manner. This means that respondents jaitigairs of attribute levels on the
bottom level and then proceed with pair-wise congpas of attributes on the next higher
level of the hierarchy. In this way, the respondeark first introduced to the attributes’
range and levels.

After the hierarchical model of the problem is setyrder to implement the AHP,
respondents were asked to make two types of pag-somparisons: (a) a pair-wise

comparison of the levels within each attribute; é)da pair-wise comparison of the
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attributes. In Saaty’s AHP, pair-wise comparisorsraade on a scale ranging from -9 to
9, according to the original description of AHP €T$tale also used verbal statements
ranging from “the criteria are equally importantalue of 1) to “extremely more
important” (value either -9 or 9). Although sevesables have been proposed for this
process (Ji and Jiang, 2003; Finan and Hurley, 198® and Hamalainen, 1997), in this
study an adaptation of the Saaty fundamental seaseused as it is easier to understand
for respondents who are not skilled in complex reathtics or with the AHP method.
However, when applying Saaty’s scale to prefereneasurement a five-point scale
instead of a nine-point scale was used in the ptetady, since the pilot test involving
approximately 34 student respondents unskilletiéenuse of AHP has shown that
respondents often did not understand how to ussdile and reported confused when
using a more complex scale. In the similar veiheotecent studies (Pecchia et al.,
2009a; Pecchia et al., 2009b; Pecchia et al., 9diae utilized a reduced scale and
found that the results achieved with a five-poucdle are equivalent to those achieved
using the nine-point fundamental scale.

The data of pairwise comparisons were obtainedyusireduced version of
Saaty’s (1980) scale ranging from “the criteria@geally important” (value of 1) to
“extremely more important” (value either -5 or Hidaanalyzed by applying the well-
known eigenvalue approach, which is at the hea#tHf? (Saaty, 2003), to compute the
relative importance of attributes and levels.

A Comparison of AHP and CA

Along with the research questions AHP and CA weramared using measures

for internal validity, convergent validity, and plietive validity. However, according to
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Helm et al. (2004a) validity measures are not sidfit for a comparison concerning the
feasibility of methods in marketing practice, sivedid results can only be achieved if
the respondents are able and willing to accepasisemptions of the methods. Thus to
compare the practical feasibility of AHP and CAeg thresent study collected the
respondents’ subjective evaluations concerningestecomplexity and clarity, and
realism of the task. Using the nine-point semastade respondents in this study were
asked how enjoyable (interesting), how difficuldazonfusing (complexity) and how
realistic the task was to evaluate. The respeetatuation questions to assess
respondents’ experience with the preference meamnetask are shown in Table 10. A
negative evaluation of the task is assumed to bedicator for the possible use of
simplifying strategies.

Table 10

Measures for Judging the Practical Feasibility loé tMethods

Feasibility measure ltems
(scale 1-9)

Enjoyment How much did you enjoy the survey as ale/h
low enjoyment (1) vs. high enjoyment (9)

Difficulty/clarity How difficult and confusing wag to respond to the questions asked?
difficult evaluation tasks (1) vs. easy evaluatiasks (9)

Realism How realistic is this form of questioning?

low realism (1) vs. high realism (9)
Source: Mei3ner and Decker, (2009).

For internal validity, both AHP and CA provide gaowss-of-fit measures to
assess the degree of inconsistency in the respbosésese measures cannot be
compared directly. The goodness-of-fit of the CAnisasured by the coefficient of the
determination. There is no similar criterion foe thHP but the inconsistency ratio
calculated from the maximum eigenvalue can be {meithe purpose of the analysis. To

come up with a fair comparison, by not eliminatamy respondents from the sample on
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the basis of the coefficient of determination fie tase of CA) or the consistency
measure (in the case of AHP), the present studigagidavoring either method on the
basis of goodness-of fit measures that are nottthireomparable. Instead, an explorative
comparison of AHP and CA with respect to the robess towards different consistency
levels was conducted.

To test for convergent validity Spearman’s coedintiof rank correlation
comparing the rankings produced by AHP and CA wagleyed.

To compare the models' predictive validity, tendoait choice tasks were
included to measure the predictive accuracy otwtemodels. Each choice task
consisted of four alternatives which were descrite@ll attributes included in the study.
To make the holdouts more challenging, the holdboice set was designed to be
Pareto-optimal in which none of the alternativemdwtes the other alternatives (cf.
Green and Srinivasan, 1990; Elrod, Louviere, anddy, 1992). The predictive accuracy
of both methods was checked by comparing the pestiimverall utilities of the holdout
stimuli with the actual choice in the presenteddbal task. Three measures of predictive
accuracy were used for comparisons: (1) Hit rdie:proportion of hits, where a hitis a
choice correctly predicted by the model, (2) themabsolute error (MAE) of
predictions, (3) the root mean squared error (RM8&3sure. There measures have been
frequently used in the literature for similar typlestudies (Helm et al., 2003, 20044,
2004b; Meil3ner, Scholz, and Decker, 2008; Mei3ndr@ecker, 2009; Klein et al., 2010;
Scholz et al., 2010).

The following section describes the potential coamnfiting variables that will be
controlled for in this study and the methods of sugament for each construct.
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Control Variable

According to Helm et al. (2004a), the validity ekults could be affected
differently by the intensity of information usaggeveral characteristics of the
respondents such as respondents’ product involvemeor knowledge, and level of
education may influence the extent of processifaymation (Vriens, 1995). For
example, most of the earlier studies have useentadis respondents. If reliability
increases with the educational level of respondastss indicated in Tashchian,
Tashchian, and Slam (1982), the use of such stisdemples may have biased the results.
In addition, researchers of consumer behavior lpagtulated that a consumer’s
knowledge of products, past experiences and invodre levels affects the choice
process (Hansen, 1972; Howard, 1977; Howard anthSh@69). Some studies such as
Bettman and Park (1980), Newell and Simon (1978)Rothschild (1975) have
presented empirical findings supporting this padtah. In order to make sure some
variables would not influence the validity and aéllity of AHP and CA across offline
and online survey modes, five factors were coneml@s control variables since the two
data sets came from different populations.
Gender, Age, and Education Level

It is theoretically discussed that demographic abig@ristics such as gender, age,
and education level may influence validity andateility measures (Tscheulin and
Blaimont, 1993; Sattler et al., 2001; Sattler antddhke, 2003; Helm et al., 2004a; Klein
et al., 2010). Nonetheless, empirical studies aitlsue show mixed results. Tscheulin et
al. (1982) found a significant influence of demqur& factors: age and education are
significantly related to task completion, and ediacais significantly related to validity.
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Furthermore, Tscheulin and Blaimont (1993) foungkegative correlation between
education level and predictive validity. Krapp éattler (2001) identified formal
education level as an indicator for cognitive @pilOn the other hand, other studies from
Sattler, Hensel-Borner, and Kruger (2001) reved#heatl the validity of preference
measurement is not influenced by factors such asextucational background and other
demographic characteristics of respondents.

Regardless of the mixed results from former stydresrder to compare the
validity of two data sets, where one data set Wwagésult of a paper-based survey and
the other data was the result of an online sunvéyjmportant to previously control for
the possibility of potential demographic influensasce the two samples did not consist
of the same test persons. Otherwise, different anfyaracteristics might lead to biased
results.

Hotel Visitation Knowledge and Involvement

Previous research concerning consumer behaviogrhpbasized the importance
of the relationship between product involvement pratiuct knowledge (Lin and Chen,
2006; Park and Moon, 2003; Leian and Widdows, 1988dption theory suggests that
the most important factors for the evaluation psscare objective/ subjective product
knowledge (Brucks, 1986) and involvement (Celsi @tsbn, 1988). Both product
involvement and knowledge are related conceptsiwdiifect behavior and cognition, but
their effect on information processing is differedbowledge represents the ability to
process information, and it is argued that expesesthis ability to narrow down the

amount of information processed and focus on adidnset of attributes, whereas
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involvement reflects a motivation to process infation which increases the propensity
to make compensatory judgments (Denstadli et @L2p

Scholz (2010) stated that product knowledge mayankngly influence the
validity of conjoint analysis results. Tscheulina¢t(1982) found that the respondents’
prior knowledge of the subject matter is signifitamnelated to validity. In the same vein,
Kempf and Smith (1998) suggest that consumers lgher levels of product knowledge
are more diagnostic and better informed than thdsehave lower levels of product
knowledge. The higher the level of product knowkdgconsumer possesses, the less
chance there is that he/she will generate evalui@s (Bian and Moutinho, 2011).
Given these findings, the higher knowledge of resiemts implies better abilities to
evaluate attribute based product concepts withrdeigeits utility due to higher cognitive
resources (Moreau, Lehmann, and Markman, 2001¢eSiome respondents could have
some prior knowledge about the product categoryr@deeothers might not, the validity
of different preference measurement methods majependent on the different levels of
knowledge of the respondents. High product knowsedgan important precondition for
preference measurement (Helm et al., 2011). Thertheee distinct but related ways in
which consumer knowledge is conceptualised and unedsobjective knowledge,
subjective knowledge, and experience (Flynn andi§noith, 1999). To determine
whether the knowledge of respondents would infleghe result of this study a four-item
scale developed by Smith and Park (1992) was wsegkasure an individual's self-
assessed ratings of hotel knowledge. These fausitgere slightly modified to fit in the
hotel context from the original format of Smith aRdrk’s scale and rated on 5-point,
Likert-type scale (1 = strongly disagree, 5 = spigragree). The choice of measuring
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self-assessed knowledge is supported by Meeds \2@@zfound that self-assessed
knowledge was a better predictor of respondentgitive responses and general
attitudinal evaluation in comparison to other kimd&nowledge.

Whereas knowledge indicates a general ability fodpct evaluation,
involvement shows the motivation to actually usgrstive resources for the evaluation
process (Helm et al., 2011). The involvement maxetan indirect impact on the validity
of different preference measurement methods adluieinces the level of cognitive
control in a decision making (cf. Kroeber-Riel aneinberg, 1996; Felser, 1997). Krapp
and Sattler (2001) argued that both validity anal@ation are influenced by a
respondent’s involvement with a particular prodtlass and his or her cognitive ability.
According to Felser (1997) the effqutit into a task depends on the involvement. Since
the various preference measurement methods are pyammplifying effects to varying
degrees (Wright, 1975) their predictivalidity might depend on the respondents’
involvement. Strebinger et al. (2000) showed thatra(task) involvement may have a
negative effect on the estimated preferences #aidting in lower validity results.
Furthermore, according to Bian and Moutinho (20ddr)sumers with a higher level of
product involvement are more likely to be able istidguish between attributes; so that
they can match their subjective utilities to anj¢ohve) attribute and express stable
preferences. On the other hand, the differencegdaet attributes might not be easily
recognised, if the level of product involvemenlow, due to consumers’ lack of
motivation, effort and even capability in relatitmprocessing information. Since only
the measurement of stable preferences can leadidble and valid results (Darmon and
Rouziés, 1994), involvement is a crucial preconditio assess stable preferences. Hotel
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involvement was measured using three items defrasd Zinkhan and Locander’s
(1988) involvement scale, each being measured aigirt-point semantic scale. These
items were contextualized for hotels and consistdtie level of interest in the product
(hotel) class relative to others, the frequenclaitl stays, and level of self-reported
involvement with the class. The paper (offline)sien of the survey is presented in

Appendix B.

72



CHAPTER 4
RESULTS
In this chapter, specific results of the comparssbatween two classes of models,
AHP and CA, are presented. First, the results ofrsary statistics are presented. Second,
since the responses to the AHP model and the CAehveete obtained from different
respondents, the two samples (offline group vanerdroup) are compared
demographically in order to identify differencesvibeen the two groups. Third, the
validity and reliability of the constructs of ine=t are also assessed, followed by an
analysis of the data, to answer the research gumsstrinally, the chapter provides the
results which answered the research questions.
Respondents to the Offline Version
A convenience sampling method was used to recnditcallect data from
students in different tourism programs at Arizotat&University. Data were collected
using a paper and pencil survey. Lecturers whoealjt@ administer the survey
distributed the questionnaire to students durirgtéaching session, and respondents
completed the questionnaire on a voluntary baS@.questionnaires were received
during several lectures of tourism managementh@dd, 181 (95%) completed both the
AHP and CA tasks. Data from nine students (5%) wauded from the analyses
because they did not complete one or both taskesfifial usable sample size for the
offline group was 181.The demographic and travaratteristics of the student

respondents are shown in Table 11.
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Table 11

Demographic Characteristics of the Paper-based Sarfip=181)

Characteristics Frequency (%) Characteristics Feeqy (%)
Gender Hotel type
Male 56 (30.9) Budget/Economy 26(14.4)
Female 125 (69.1) Mid-priced 59 (32.6)
Upscale 80 (44.2)
Age, meanyears 22 (3.4) Luxury 10 (5.5)
(SD)
No answer 6 (3.3)
Marital status Frequency of hotel stays
Single 171(94.5) 1-3 days 90 (49.7)
Married 6 (3.3) 4-7 days 57 (31.5)
Others 3(1.7) 8-15 days 22 (12.2)
No answer 1(.6) 16 or more days 10 (5.5)
No answer 2(1.1)
Enroliment status Purpose of visit*
Full-time student 171 (94.5) Vacation 144 (80.4
Part-time student 7 (3.9) Business 19 (10.6)
Others 2(1.1) Visit friends, relatives 37 (20.
No answer 1(.6) Others 9 (5.0)
Class Standing
Freshman 10 (5.6)
Sophomore 37 (20.4)
Junior 76 (42.0)
Senior 56 (30.9)
Graduate 2(1.1)

Note *The multi-response analysis was applied (totatpnt of cases: 116.8%)

Of the total sample, more than two-thirds of regjmoris were female (69.1%) and
30.9% were male. The average age was 22 yearSDbk3(4) in the sample, and almost
all were single (94.5%). With respect to class ditagy the sample consisted of juniors
(42.0%), seniors (30.9%) and sophomores (20.4%)oAt all of the student respondents
(94.5%) indicated full-time enroliment status. Wsthe multi-response analysis, four-

fifths (80.4%) of the respondents stated that #ason for their last hotel visit was
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vacation (68.9% of all responses). Most of therngesian mid-price or upscale hotels, for
between one and three days.
Respondents to the Online Version
Qualtrics, a professional field research firm adstered the survey instrument
via the Web. Data was collected using it's onlinesumer panel. A total of 504
respondents took part in the surveys and fully deted both the AHP and CA tasks.
Thus, data from a total of 504 were used in théyaea. General sample characteristics

and demographics are presented in Table 12.

Table 12

Demographic Characteristics of the Web-based Safmgig04)

Characteristics Frequency (%) Characteristics Feeqy (%)
Gender Income
Male 247 (49.0) $25,000 or less 39 (7.7)
Female 257 (51.0) $25,001-$50,000 109 (21.6)
$50,001-$75,000 106 (21.0)
Age, mean years (SD) 43(13.8) $75,001-$100,000 6 (PB.0)
$100,001-$125,000 44 (8.7)
$125,001-$150,000 40 (7.9)
Marital status $150,001 or above 50 (9.9)
Single 166 (32.9)
Married 309 (61.3) Region*
Others 29 (5.8) Northeast 103 (20.4)
Midwest 116 (23.0)
Education South 144 (28.6)
Less than high school 5(1.0) West 141 (28.0)
High school 61 (12.1)
Some College 92 (18.3) Hotel type
Associate’s degree 60 (11.9) Budget/Economy (1a47)
Bachelor’'s degree 175 (34.7) Mid-priced 290.557
Master’s degree 82 (16.3) Upscale 131 (26.0)
Doctoral degree 13 (2.6) Luxury 19 (3.8)
Professional degree 16 (3.2)
Employment status Cost of nightly stay
Employed full-time 289 (57.3) $60 or less 62.a
Employed part-time 54 (10.7) $61-$100 214 (#2.5
Unemployed 24 (4.8) $101-$150 135 (26.8)
Homemaker 47 (9.3) $151-$200 51 (10.1)
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Retired 59 (11.7) $201 or more 39 (7.7)
Unavailable for work 11 (2.2)

Student 14 (2.8) Frequency of hotel
stays
Others 6 (1.2 1-3 trips 231 (45.8)
4-7 trips 143 (28.4)
Ethnicity 8-15 trips 78 (15.5)
American Indian or 2 (.4) 16 or more trips 52 (10.3)

Alaska Native
Asian/Asian American 37 (7.3)

Black or African 46 (9.1) Purpose of visit
American
Native Hawaiian or 1 (2 Vacation 293 (58.1)
other Pacific islander
Hispanic/Latino 31 (6.2) Business 97 (19.2)
White/Caucasian 378 (75.0) Visit friends, rele¢ 87 (17.3)
Others 9 (1.8) Others 27 (5.4)

Note *The Northeast census region includes ConnegtiMatne, Massachusetts, New Hampshire, New
Jersey, New York, Pennsylvania, Rhode Island\é&inont.

The Midwest census region includes lllinois, Im#ialowa, Kansas, Michigan, Minnesota, Missouri,
Nebraska, North Dakota, Ohio, South Dakota, ancc@¥isin.

The South census region includes Alabama, Arkamalaware, the District of Columbia, Florida,
Georgia, Kentucky, Louisiana, Maryland, Mississjpgorth Carolina, Oklahoma, South Carolina,
Tennessee, Texas, Virginia, and West Virginia.

The West census region includes Alaska, Arizoradif@nia, Colorado, Hawaii, Idaho, Montana,
Nevada, New Mexico, Oregon, Utah, Washington, \AWy®ming.

Gender is distributed nearly evenly with 49% mald &1% female respondents.
The average age in the sample was 43 years oldi&B)- The majority of the
respondents were self-identified as White (75.08bput three fifths (61.3%) of the
respondents were married, and 32.9% were singterins of education level, the
respondents were highly educated: 34.7% had a lmashdegree and 18.9% had a
graduate degree. More than half of the respond8iit8%) were employed, 11.7% were
retired, and 4.8% were unemployed. An annual incoh#50,001 or more was reported
by 70.5%. With respect to the regions, of the to#apondents, 28.6% lived in the South,
28.9% lived in the West, 23.0% lived in the Midwestd 20.4% lived in the Northeast.

More than half of the respondents (58.1%) indicaled the main purpose of their last
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hotel visit was vacation. A majority of the respents stayed at mid-price hotels for
between one and three days, and paid nightly r@des between $61 and 100.
Control Variable Analysis

In order to compare the models’ predictive perfanoeaas well as the validity of
two data sets, where one data set was the resalbfbiine survey and the other data set
was the result of an online survey, it is importantompare the two samples in order to
understand whether they differed in terms of soamepde characteristics, since the
respondents who completed both the AHP and CA tasks not randomly assigned to
either the paper-based or the online questionndirere were five potential control
variables under consideration, as identified elani¢he review of literature (Hansen,
1972; Howard, 1977; Howard and Sheth, 1969; BettamehPark, 1980; Newell and
Simon, 1972; Tscheulin and Blaimont, 1993; Satteal., 2001; Sattler and Nitschke,
2003): gender, age, education, hotel knowledge hatel involvement. However, in this
study the level of education was not considereoina&sof the covariates because a student
sample would have limited the education range.
Gender and Age

Due to different sample characteristics, compassane needed to explore the
nature and direction of biases associated withraodom allocation or non-
experimental approach (Madigan et al., 2000) bexatitheir potential influence on
dependent variables such as validity and relighifieasures. Thus, to assess accuracy
and bias differences between the offline and ordumegeys, the two samples (or the two

data sets) were compared with respect to the keypdephic variables of gender and
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age prior to answering the research questionsrddts of the analyses are presented in

Table 13.

Table 13

Comparison of the Offline and Online Samples im&eof Gender and Age
Demograph Statistical test  Test statistic Degree of p-value Effect size
ic variable freedom
Gender ¥~ homogeneity 3°(1)=17.626 df=1 p=.000 phi} =.160
Age* Welch t Welch t= -32.757 Rounded df=637  p=.00@st.»’=.314

Note *The t-test using the Welch correction for nonloganeity was used; thus, degrees of freedom are
reduced due to unequal variances via Aspin-Welcrections to standard t-tests.
*Age was non-normally distributed; therefore, itasdag-transformed.

A chi-square homogeneity test indicated that tmepdes did differ with respect to
gender %(1)=17.626, p<.01, phip) =.160) with a small effect size using Cohen’s3@p
criteria of.1=small effect, .3=medium effect, .5¢gja effect. Obviously, the offline
sample was, on average, younger than the onlinplsaithis difference is statistically
significant with a rather moderate effect size (We636.976)=-32.757, p<.000, est.
®°=.314). Comparison of the key demographic charesties of the offline and online
samples indicated that two samples were not honemgenand differences in the results
might be influenced by systematic deviations ingamples.

Hotel Knowledge and Involvement

Control variables (also referred to as covariaées)assumed to be measured
without error, which should be reliable, as wellvasid (Polit and Beck, 2008). Some
variables, such as gender and age in this casdecareasured directly and reasonably
reliably, so that they do not cause any problenascam be used as control variables;
others (such as hotel knowledge and involvemetiti;ncase) that rely on a subjective
scale may not meet this assumption. Thereforer pyzioomparing the means of the two

sampled groups with respect to their hotel knowéedgd involvement, modified scales
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should be examined psychometrically and proveretoddd and reliable, not assumed to
have the same dimensionality, reliability, and dig}i of original scales (Furr, 2011).
Confirmatory factor analysis. In order to assess the validity and reliabilitytiod
scales and items, a confirmatory factor analysisA)Gvas conducted using AMOS 19.0
software. Multivariate normality is an importansamption of confirmatory factor
analysis. Multivariate normality was assessed saplgrfor each sample using Mardia
(1970)'s coefficient of multivariate kurtosis anglng criteria critical ratio of 2.58+.01
significance level (1%). Mardia's coefficient ftwetoffline sample was 2.011, with a
critical ratio of 1.205, which is well below theteral value of £2.58, indicating no
multivariate normality violations, whereas multiiae kurtosis for the online sample did
not show a normal distribution. Although it is haodtest multivariate normality directly,
the achievement of univariate normality among \@es is recommended (Hair et al.,
1992; Meyers et al., 2006). Therefore, establishimgariate normality among a
collection of variables can help gain multivariatgmality (e.g., Bollen, 1989; Gold,
Malhotra, and Segars, 2001; Meyers et al., 200&)tle online sample, the normality
assumption was not violated with an acceptablegaigkewness and kurtosis statistics
with the value ranging from -.044 to .862; all wen¢hin the +1 range (Hair et al., 2010;
Tabachnick and Fidell, 2007). Hence, it was saf@ssume that multivariate normality
appeared to generally exist because all measurateard for the online sample showed
a relative small level of skewness and kurtosisy@ig et al., 2006). Maximum
likelihood estimation was employed in the CFA siitae the most widely used
estimation that demonstrates robustness againstnaedviolation of multivariate
normality, if it indeed existed (Hair, Joseph, Arsten, Tatham, and Black, 1995).
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Maximum likelihood estimation is considered favdeato other estimation methods
when sample size is medium to large (Tabachnickradell, 2007).

Prior to that, there was a maximum of 0.3% missiages (e.g. below the 5%
threshold where listwise deletion is not recommeda single variables in the offline
sample; there were missing completely at randorttl¢ls MCAR test, p=.809).
Therefore, they were replaced with the expectatiaimization (EM) algorithm
(Enders, 2010).

Goodness-of-fit indices. The fit indices (see Table 14) indicate thatfdetor
models fit the data reasonably for both sampletherbasis of the fit criteria established
in the literature.

Construct reliability and validity. Convergent validity was examined by the
factor loadings, AVE and CR (Hair et al., 2006) e®tandardized factor loadings for
all items in each latent construct were signifiog@mt1.96, p < .01), providing evidence
for convergent validity (Anderson and Gerbing, 198& shown in Table 14, all average
variance extracted (AVE) values reached or excedued cutoff value proposed by
Fornell and Larcker (1981) but a benchmark value.4fis also acceptable
(Diamantopoulos and Siguaw, 2000), further suppgrtihe convergent validity for each
construct.

All composite reliability (CR) coefficients reachedexceeded the cutoff point
of .6 suggested by Nunnally and Bernstein (19%reby indicating good construct
reliability and adequate convergent validity (Arster and Gerbing, 1988). The

Cronbach’su reliability coefficients are all above .70, thesenmended minimum

80



threshold (Nunnally and Bernstein, 1994) for bamples, thereby indicating high

internal reliability and consistency within latexatnstructs.
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Table 14

Results of Confirmatory Factor Analysis

Construct No. of tem  Offline sample (h=181) Onlsample (n=504)

A* AVE CR ¢ A* AVE CR o
Hotel involvement 3-item scale .71t0.86 .64 .59.83 .81t0.83 .70 .68 .78
Hotel knowledge  4-itemscale .55t0.81 .48 .79.87 55t0.87 .57 .86 .83
Cut-offd >.50 >50 >60 >.70 >.50 >.50 >60 >.70

Note *all A significant at p<0.01, all t values>1.96
®Sources: Based on Anderson and Gerbing, (1988)el@nd Larcker, (1981), Nunnally and Bernsteir§94)

Goodness-of-fit indices

Absolute Relative Parsimonious
XZI P’ GFI AGFI RMSEA SRMR CFl NFIl IFI RFlI  TLI PNFI PCFI
df
Offline 1.13 .327 .978 .952 .027 .042 997 971 997 9%m®4 . .602 .608
sample
Online 3.97 .000 971 .938 .077 .038 979 973 979 956 .967 .60B06 .
sample

Cut-offs® <5 >05 >90 >.80 <.08 <.08 >95 >90 >90 >90 5>.9>50 >.50
Note y2=Chi-Square; df=Degree of Freedom; GFI=Goodnes$itpERMR=Standardized Root Mean Square

Residual; RMSEA=Root Mean Square Error of Approxtiorg AGFI=Adjusted Goodness of Fit; TLI=Turker_Lmswndex;
NNFI=Non Normed Fit Index; NFI=Normed Fit Index;l#fncrement Fit Index; CFI=Comparative Fit IndextIRRelative Fit
Index; PNFI=Parsimony Normed Fit Index; PGFI=Paminus Goodness of Fit.

®they’test is prone to show a significant lack of modteihfstudies with large sample size, so its resedtnnot be assessed in
isolation. Also, the higher the comparative fitéxd CFI) and the lower the root mean square reb{@RMR), the better the fit.
‘Sources: Based on Bagozzi and Yi, (1988), Baumgaend Homburg, (1996), Cote et al., (2001), Diamaoulos and Siguaw,
(2000), MacCallum et al., (1996), Ping (2004), Bfaand Hocevar, (1985).




The discriminant validity of the measures was as=ké three ways. First, a 95%
confidence interval was constructed for the coti@haof each pair of latent variables.
None of the confidence intervals included 1.0 0@ fbr both samples, providing support
for discriminant validity (Anderson and Gerbing889. Second, Fornell and Larcker’s
(1981) criterion requires the average varianceaeid (AVE) for a pair of constructs to
be greater than the squared factor correlation dxtvithe two constructsZ). All AVE
estimates exceeded the squared interconstructaiiores (see Table 15). Third, chi-
square difference tests were used by comparingtaated model in which a factor
correlation was fixed at one with the original wstreeted model (Anderson and Gerbing,
1988). All the restricted models had substantiptipr model fits, resulting in significant
chi-square difference statistics. Thus, the disicration between the constructs was
determined to be sufficient although moderatelyedated.

Table 15

Results of Discriminant Validity Tests

Unconstrained Model Constrained Model Change
Interconstruct  y° df v df Ay df
Correlation (2)
Offline .68 (.46) 20.650 13 37.440 14 16.79/1*
Online .71 (.50) 51.660 13 86.923 14  35.263/1*

Note *Significant at p<.001

Tests of invariance between both groupsAccording to Milfont and Fischer
(2010), measurement invariance needs to be testeldss-group comparisons
(especially for mean comparisons). In order to sssgeasurement invariance, multi-
group confirmatory factor analyses (MGCFA) are perfed. These involve various

hierarchical model testing steps with the two samgimultaneously (Byrne, 2008). One
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must first test for configural invariance, metmwariance and factor covariance
invariance (Steenkamp and Baumgartner, 1998).nesfi error variance invariance is
not obligatory, however, tests for error varianoe @&so provided. Several hierarchical

models were constructed to test for four typesieériance. The results are presented in

Table 16.

Table 16

Results of Invariance Test for Both Groups (Offtimel Online)

Model 7 df RMSEA TLI CFl Ay  Adf P ACFI
Configural 66.335 26 .048 972 .983 - - - -
invariance

Metric 70.176 31 .043 .978 .983 3.841 5 573 .000
invariance

Covariance 70.527 34 .040 .981 .985 352 3 .950 .002
invariance

Full error 132.414 41 .057 .960 .961 61.887 7 .000* .024
variance

invariance

Note *Significant at p<.001

Configural invariance was tested by allowing a# tbadings, covariance and
error variances to be free across both groupsidmext step, metric invariance was
assessed by constraining the matrix of factor logglio be invariant between both
groups. As can be observed in Table 16, the charsqdifference between the
constrained and unconstrained models is insigmfjaaeaning the loadings of indicators
are in fact, invariant between both groups. The s&ep is testing for factor covariance
invariance for both groups. The results show thathodel is invariant for both groups,
since no significant change in the chi-squaresttesi can be observed. Finally, tests for
error variance invariance (added error varianceicaimts) were conducted and revealed

that invariance was not supported theerror variancesAy? (7) = 61.887, p<.001).
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Although the Chi-square difference test shoulddiedacted to compare the fit, it suffers
from the same well-known problems as the chi-sqtesefor evaluating overall model

fit (e.g., very sensitive to sample size and unii@dd group sizes). According to Cheung
and Rensvold (2002\CFl is unbiased by model complexity or sample sizeecent
study by Meade et al. (2008) propoa&3-| values ok 0.02 as an acceptable criterion
for judging model invariance. Given that the CRfatience ACFI = 0.02) remains

within Meade et al.’s guideline of 0.02, it candmcluded that the measurement model
is mainly invariant between both groups, meanirgg the understanding of the two
concepts (hotel knowledge and hotel involvementyben offline and online groups is
basically the same. Thus, the two sample data egobled together, so respondents can
be compared on their scores on the latent varedyass groups. The average scores of
the items related to hotel involvement and hoteivikedge were calculated for the use of
further analysis.

The means according to sample groups are summaniZedle 17. An
independent t-test was used to compare the meahs b0 sampled groups in terms of
their hotel knowledge and involvement, respectiv€he results of the analyses are
presented in Table 17. The results indicated tlatwo samples were significantly
different in terms of their hotel knowledge, wittetonline sample possessing
significantly more hotel knowledge with a smallesff size (1(683)=-2.367, p<.05, partial

n?= .008). On the other hand, no significant hoteblaement level difference was found

between the two samples (1(683)=.325, p=.745, alartE .000).
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Table 17

Mean Comparisons of Knowledge and Involvement

Construct Offline group  Online group  t-test p M,
Subjective knowledge 3.5290 3.6820 t=-2.367 .018*.008
Involvement 4.9890 4.9425 t=.325 745 .000

Note *Significant at p<.001

In the subsequent analyses, it is important toidenshe differences observed in
Tables 13 and 17. For this reason demographicsiégeand age), as well as hotel
knowledge and hotel involvement were used as covdrtables (covariates) for further
analysesbecause they may be significantly related to aiBpetependent variable (such
as validity and reliability measures). The purpokthis control is to control for possible
confounding of online/offline comparisons and tiheduce the influence of extraneous
variables so that changes in the dependent vartaiide attributed to the independent
variable. In the following sections, the results presented in sequence and relative to
each research question.

Practical Feasibility
RQ1: Are there any differences in the respondentsubjective evaluations of the
methods in terms of (a) enjoyment, (b) difficulty ad clarity, and (c) realism?

Before examining several validity measures, itnpartant to compare the
feasibility of the methods (AHP vs. CA) from resplents’ perspective, because valid
measurements are only possible if respondentsadeeaad willing to apply the method
in a motivated manner (Scholl et al., 2005). Faregle, difficult or cognitively
demanding questions may lead to less reliable resgsoand to a worse validity of the

preferences measured (Helm, et al., 2004a).
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Due to the fact that CA requires holistic judgmemsseveral attribute levels, it
can be assumed that the cognitive burden shouhigber for CA than for AHP. In the
latter only two attributes or attribute levels hawde evaluated at a time. AHP
guestionnaires might be much easier to answertarahibe assumed that respondents
evaluate CA to be more difficult. Because of théstic approach of considering all the
relevant attributes simultaneously, CA should b&l@ated as being more realistic
compared to AHP as often suggested in the litezatur
Post-Survey Feedback

To compare the feasibility of AHP and CA, resporidemere asked for feedback
about their experience with the preference measemetask. Specifically, they were
asked to rate on a nine-point scale the difficatig clarity of the task, the degree of
enjoyment derived from completing the task, andetktent to which their responses were
realistic. This is only a perceived assessmert@fbility of the method to capture
preferences because respondents did not see #hesimmated preferences. The average
respondent ratings of perceptions according to clataction modes are summarized in
Table 18. To provide an overall measure of theardpnts’ subjective evaluations, the
data were pooled across the two data collectionesiatamely, a mixture of the two

modes.
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Table 18

Mean Comparisons of Feasibility Measures
Data collection mode

Offline Online Mixed
Feasibility AHP CA tvalue n,> AHP CA tvalue n,° AHP CA tvalue np,’°
Measure (p*) (p*) ()
Enjoyment 3.91 3.68 1974 .021 6.43 6.00 6.375 .075 577 539 6.453 .057
(.000) (.000) (.000)
Difficulty 553 446 5844 159 6.583 561 9.767 .159 6.27 531 11.359 .159
(.000) (.000) (.000)
Realism 552 512 2728 .040 6.28 581 6.630 .080 6.08 586 6.947 .066
(.007) (.000) (.000)

Note Responses to three questions were obtained emangic nine point scale “How much did you

enjoy this survey?” (1=boring, 9=interesting), “Halfficult was it to respond to the questions asked
(1=difficult, 9=easy) and “How realistic is thisrfa of questioning in choosing a hotel?” (1=unrdaljs
9=realistic)

*Significant at p<.001

According to Table 18 all feasibility measures sthigher mean value for AHP
for both data collection modes and their mixtutggesting it is more interesting, easier
and more realistic. Using paired t-tests, the tesatlicated that highly significant
differences (p<.01) between AHP and CA were obskfeeall three measures. In terms
of the perceived task difficulty, clarity, and eyjoent, as expected, AHP has a clear
advantage. This advantage is certainly due toawer complexity level of its evaluation
tasks. Contrary to expectations, the higher degtreealism for CA by presenting whole
stimuli assumed in the literature did not resulsignificantly higher ratings for CA. One
possible explanation could be that the rankingsask too complex and cognitively
challenging which may result in increased respontiigue and boredom, and
decreased task motivation. Such situations are toie® referred to as task overload
(Cattin and Weinberger, 1980). It is also possib& respondents really tend to evaluate

pairs of attributes rather than complete altermgtiwhen choosing a hotel.
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Survey Duration

A further important measure for the feasibilityaomethod is the time required by
the respondents to fill in the questionnaires fwhemethodThe time to finish a
guestionnaire is a major concern in consumer rekdscause respondents’ willingness
to participate in a study diminishes with the léngt the survey, and the costs of a
survey increase with survey length (Meil3ner andkee2009). Furthermore, longer
guestionnaires may fatigue the respondents, raguhiunreliable evaluations and
undesired cancellations of the survey (Mei3ner@ecker, 2009). From this perspective,
the time required by the respondents to completk geethod was recorded. The mean
completion times according to data collection maalessummarized in Tablel9.

In the offline mode, respondents took 4.63 minotesverage to fill out the AHP
guestionnaire, whereas the CA survey required B2ites. While the average survey
length of AHP was 2.83 minutes in the online mabe,CA survey took 5.39 minutes on
average. When pooled, the AHP survey took an aee3d@8 minutes, compared with
5.40 minutes for the CA. Using paired t-tests,rémults (see Table 19) revealed that AHP
puts significantly less burden on the respondettt véispect to survey length: offline
mode, t(45)=-3.235, p<.00ﬂ;p2=.189; online mode, t(378)= -14.550, p<.Oa;2,=.359;
mixed mode, t(424)= -14.681, p<.06ﬂ9,2:.337. The favorable results of AHP suggest
that even product evaluation problems with highenbers of attributes should be

possible.
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Table 19

Mean Comparisons of Completion Time
Data collection mode

Offline® Online Mixed

AHP CA tvalue n,° AHP CA tvalue n,> AHP CA tvalue n,
(p) (p) (p)

Time 4.63 552 -3.235 .189 283 539 -14550 .359 3.03 5.40 -14.681 .337
(002)* (000)* (000)*

Note ®Students (n=46) were randomly selected from a ¢tasseasure the time needed to accomplish
each task

®Due to technical difficulties the completion timefs123 respondents (24.4%) in the online samplewer
not recorded and therefore unavailable, resulting=381.

®To screen univariate outliers, the well-known baxmiutlier labeling rule was used, which is based o
multiplying the Interquartile Range (IQR) by a faicvalue of 2.2 (Hoaglin, Iglewicz, and Tukey, 1986
Tukey, 1997) and thus were set to missing (n=2&)lting in Nn=379.

®Due to significant skew and kurtosis, logarithnmansformations were used to achieve normality;
however, for ease of interpretation, untransformmegns are presented in the table.

*Significant at p<.001

Summarizing the above results, significant prefeeemas found in the feasibility
of the AHP as a practical method. For all measafése methods’ feasibility, AHP is at
least preferred by the respondents. Respondents fitne AHP survey to be a better
overall experience, to be more realistic, lessriggrand more engaging. Furthermore, the
AHP questionnaire needed significantly less tinent@A questioning. Thus, it can be
concluded that the AHP has clear advantages irstefraase, speed and costs.

The main goal of preference elicitation method® iget a valid and reliable
model of the respondent’s preference structure.félh@ving sections describe several
measures primarily applied in this study and complae validity of the results obtained
by AHP and CA, respectively, along with the reskajaestions. The presentation
follows the classification of validity measuresciontent, convergent, internal, and

predictive validity.
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Content Validity

Among other things the content validity measuresgiausibility of a study
(Klein et al., 2010). Content validity measures geaerally used to test whether or not
plausible a-priori assumptions are fulfilled (Sdhet al., 2005). A detailed evaluation of
the content validity is to compare the relationshyptween the estimated part-worths.
However, in the present study, there are no geaeiplausible a-priori assumptions on
the preference order for attribute levels (e.g.natone). Due to the non-unique a prior
ordering for levels within attributes, all attrilestwere modeled as discrete such as
categorical variables with no a priori assumptiabeut which would be preferred. Thus,
tests for content validity were unnecessary.

Convergent Validity

RQ2: Do AHP hotel branding results accord generallywith CA (convergence)? If so,
to what extent does AHP have convergent validity wh CA with respect to (a)
importance ratings, (b) part-worth estimations, and(c) estimated overall utilities?

Within a test comparing different preference edittdn methods, the convergent
validity is a further aspect of judging a methoditidity. Convergent validity relates to
the amount of agreement among maximally differeathods of measuring the same
construct (e.g., observed preference, estimatdenmath utility, and estimated overall
utility) (Leigh et al., 1981). In the present studywo different methods (AHP vs. CA)
reflect the same construct (e.g., are positivetyatated), their convergent validity should

be high (Scholl et al., 2005).
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Attribute Importance Convergence

The most common way of examining the convergentiglis to correlate the
importance of attributes measured by two methotBw8ll et al., 1983; Van Ittersum et
al., 2007). In the following, the Spearman’s caréint was adopted for correlating
ranked data in order to contrast the convergemditsabf AHP with CA. The absolute
correlation coefficient can be used to examinectirevergent validity. Correlations
below .35 are generally considered low, while thaiseve .45 are considered moderate to
high (Van Ittersum et al., 2007). This study usexelation of .35 as the cut-off level
for concluding whether or not two methods show &sgent validity.

In order to make the CA importance weights comgartbthe ones of AHP, the
differences in part-worth utilities for the worstdabest level of each attribute were
normalized, such that they sum to one as the AHBhigdo. Table 20 is a summary of
the results. As the table indicates, the importameights were noticeably different in

ranks and sizes across the two models for botregunodes and the mixture.

92



Table 20

Comparison of Mean Attribute Importance Estimates

Offline Online Mixed
Attribute AHP CA AHP CA AHP CA
Brand .183(4) .324(1) .167(4) .258(2) .183(4) .275(2)
Awareness
Brand .213(3) .298(2) .193(3) .295(1) .195(3) .296(1)
Image
Perceived  .376(1) .198(3) .376(1) .241(3) .365(1) .229(3)
Quality
Brand 227(2) .179(4) .264(2) .206(4) .257(2) .199(4)
Loyalty
Rank Order Aggregate -.860 -.600 -.600
Correlation  Individual (-.120) (-.097) (-.103)
Coefficients

Note The ranking of attribute levels is depicted imgraheses

®Based on aggregate model (also known as poolegisisial

Based on disaggregate model

Average Rs are computed via averaging the Fistiemsformed r, since the raw Rs are not interval-

scaled.

Results from the offline mode indicated that wipiexceived quality (.376) is the
most important attribute for AHP, this attributeoisly at the third rank for CA. Inversely;
brand awareness (.324) is at the first place for I&A only at the fourth for AHP. For the
online mode AHP identifies perceived quality (.3@6)3 brand loyalty (.264) as the top
two attributes. Brand image (.193) and brand awes®10.167) are ranked as less
important attributes. In the CA results, in contrésand image (.295) is the highest
ranked attribute which is ranked third in the AldRd the second most important attribute
was brand awareness (.258), while it was the legstrtant attribute in the AHP. For the
mixture, while in the AHP results perceived qua(i§65) and brand loyalty (.257)
ranked as the most important two attributes, inGBAeresults the former attribute ranked

third and the latter comes in the fourth place.
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To examine the nature of the differences, the $paarank correlation
coefficient was computed independently for eachespmode. The aggregate rank
correlations between the attribute importance wsighAHP and CA varies between -
.80 and -.60. All values are considerably lowenttee threshold of .30 proposed by Van
Ittersum et al. (2007), demonstrating that a lafckomvergent validity exists among the
methods for measuring the importance of attributeaddition, individual rank
correlation coefficients between the methods wasprded for each respondent and then
averaged after applying Fisher’s Z-transformatmthe correlations. The resulting
coefficients (ranging from -.120 to -.097) on thdividual level are all below .30, the
recommended minimum threshold for all survey modless, there again is almost no
convergent validity (e.g., the methods result fifledent preference structures).

Because the two methods use different procedurefiecting data and
calculating part-worths, it is necessary to tesetibr the importance weights obtained
from the methods are the same (convergent validityle importance weights are
identical and not significantly different, equakgictive validity can be expected for the
two methods (Hensel-Bérner and Sattler, 2000), teall further computations are
based on the estimated part-worth utilities. Otlheewthere might be differences in the
preference structures identified by the methods.

As further analysisaired Hotelling’s T-square test, a specializedfof
multivariate analysis of variance (MANOVA), was #ipd to assess the equivalence of
the relative attribute importance weigheaired Hotelling’s T-square test is an extension

of paired t- test and is used to account for tifecebf correlations when there is more
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than one outcome variable (Fukui et al., 2010)deaHotelling’s T-square test revealed
that the average importance weights significanitffieiced between the two methods in all
cases: offline (1= 175.062, F(4, 177)=43.26%,= 0.00,n?=.494); offline (¥ = 392.564,
F(4, 500)=97.715p = 0.00,n°=.439); mixed (T = 550.498, F(4, 681)=137.298= 0.00,
n’°=.446).

Further exploration (see Table 21), by means ofarmate F tests using
Bonferroni adjusted alpha levels of .0125 per t@sbwed the deviations are highly
significant for all attributes (all F values signédnt at p<.001)Effect sizesnp2 ranges
between .1 and .4, which are considered largeza (€ohen, 1988). So it can be overall
concluded that the two preference measurement nietjield different relative attribute
importance weights. This confirms similar findingd)ich have shown considerable
discrepancies between them, in particular witheesfo the attribute weights (Helm et
al., 2003, 2004a; Scholl et al., 2005; van Tilalet2008; Kallas et al., 2011; ljzerman et
al., 2012).

Table 21

Results of Paired Hotelling’s T-square Tests

Offline Online Mixed

F ""lpz F T]pz F T]pz
Attributes  (p-value) (p-value) (p-value)
Brand 60.571 86.592 144.617
Awareness (0.00) 0.252 (0.00) 0.252 (0.00) 0.175
Brand 40.692 198.604 233.062
Image (0.00) 0.184 (0.00) 0.184 (0.00) 0.254
Perceived 133.815 212.907 339.090
Quality (0.00) 0.426 (0.00) 0.426 (0.00) 0.331
Brand 17.077 66.995 83.982
Loyalty (0.00) 0.087 (0.00) 0.087 (0.00) 0.109
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Different methods of collecting data and estimattigbute importance weights have
been found to show low levels of convergence (Jd¢&rinberg, and Ackerman, 1986).
In this regard, differences in the resulting atitédboimportance weights may be due to the
different way of deriving the attribute weights. \Mever, it is not possible to determine
which method comes closest to the true prefereingetsre without judging which
method predicts better.
Spread of Weights

Another noticeable difference between AHP and CA the range of the attribute
weights from the first to the last ranked attrib(tke difference between the first and the
last ranked importance weights was calculatedpoesent the range (R) of the attribute
importance weights for each method. In AHP theseeg(offline: R=.193; online:
R=.209; mixed: R=.182) are noticeably lager thas¢hin CA (offline: R=.145; online:
R=.089; mixed: R=.097 in all three cases. This sgtgg that the range in attribute
importance weights obtained from AHP is larger théih CA. The latter method
produces a lower range in the aggregate importaegghts for both modes. However,
the aggregate perspective does not reflect mudnnration about the distribution of
individual importance weights, because substadiffdrences might be leveled out when
pooling the data (Scholz, et al., 2010).

Following the approach employed by Scholz et &11(®, Lorenz curves and Gini
coefficients were used to compare the individutkatte importance distributions across
methods. Although the range is a frequently usedsone of variability (dispersion), it is

very limited, because it is based solely on the imast extreme values in the distribution
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and does not fully reflect the pattern of variatwithin a distribution. In contrast, Lorenz
curves and Gini coefficients provide the compleferimation about the distribution of
the attribute importance weights (see, e.g., S¢leblal., 2010).

To assess the inequality of individual attributgportance weights, the Gini
coefficient was computed at the individual level éach method using the following
equation and then averaged across individuals, teeirecommended approach in the

literature.

2i(n+1—i)wi

_n+l Y

n ”Zn: W
i=1

G

, Where thew, ...... w, are the attribute importance

weights indexed in ascending ordev, (< w, )

Using paired t-tests (see Table 22), the averagedBefficients of AHP were
found to be significantly larger than those of @¥ail three cases: offline G(AHP)=.288
vs. G(CA)=.268, p<.10 (marginally); online G(AHP}61 vs. G(CA)=.243, p<.05;
mixed G(AHP)=.268 vs. G(CA)=.249, p<.05). This imeglthat AHP individual attribute
importance weights tend to show more curvature @Ar{see Figures 5-7). The findings
of the current study are consistent with thosgzarinan, van Til, and Bridges (2012)
who found that AHP’s individual attribute importanweights are more distinctive than
those of CA. A possible explanation for this disanity is that the varying anchor points
of AHP allow respondents better able to distingdistween attributes and lead to greater

spread (dispersion) of weights (Péyh6nen and Héimeh, 2001).
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Table 22

Mean Comparisons of Gini Coefficient of Inequality

Survey mode  AHP CA t test Ny
(p-value)

Offline .288 .268 1.886 .019
(.061)*

Online .261 .243 2.479 .012
(.013)**

Mixed .268 .249 3.078 .014
(.002)***

Note The Gini coefficienbf inequality is the most commonly used measurie@duality and is defined as twice the
area between the 45-degree line and the Lorenzcilihe coefficient varies between 0 and 1. A Gafficient

equal to O indicates that all attributes have #raesimportance (perfect equality), whereas valugkeip 1 indicates
complete inequality (Scholz, et al., 2010).

*Significant at p<.10; **Significant at p<.05; **gnificant at p<.01
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Attribute Level Convergence

A second method to examine convergent validitp isdmpare the rankings of
part-worths derived by AHP and CA and thereby detee the rank correlation between
part-worth utilities on the aggregate level (Meifsaed Decker, 2009). To allow proper
comparison of AHP and CA, the part-worth utilitefSAHP are calculated by multiplying
the preference weights of the attribute levels whi corresponding importance measures.
Conjoint Analysis part-worths often are negatived aom to zero and, in order to be able
to make the conjoint analysis part-worth utilit@snparable to the ones of AHP it is
necessary to normalize them so that they rangedaet® and 1 as the AHP weights do.
Figures 8, 9 and 10 depict the transformed partiwatilities of both AHP and CA.
Although both methods are conceptually differeimg, part-worth utilities show high
structural similarity (equality) on the aggregated|. The rank correlations between AHP
and CA part-worth utilities are very high in altéle cases, ranging between .696 and .807;
thus, all values exceeded the cutoff point of Ggested by van Ittersum et al. (2007).
These results indicate that there is a strong @egfreonvergence between AHP and CA

part-worth utilities.
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Figure 1Q Aggregate part-worth utilities of mixture.
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Holdout Convergence

A third method to analyze the convergent validgya determine the rank
correlation between the predicted values of thedai sample (Mulye, 1998). In the
following, the convergent validity was measuredtlgh Spearman’s coefficient
comparing the utilities of the holdouts computedhwy part-worths of AHP and CA. The
results are reported in Table 23. The average camelation coefficient (after Fisher-Z-
transforming the correlations) varies between &7®& .643, so all values exceeded the
proposed .3 cutoff value. Thus, the results shdwugh convergence between the methods.
The present findings seem to be consistent witbra#search which showed good

holdout convergence between the two methods (Mdl§88).

Table 23

Holdout Convergence
Data collection mode Offline Online Mixed
Rank Order Correlation 0.643* 0.478* 0.527*

Note The individual correlation coefficients were Faslz-transformed prior to calculating the mean
correlation coefficient.
*Significant at p<.001

In summary, the convergent validity gave mixed ftssBoth models are
equivalent with regard to convergent validity irthbthe relative part-worths as well as
the overall (holdout) utilities. More specificalllkHP did exhibit a high degree of
convergent validity with respect to part-worth esites and estimated overall utilities
when compared with CA. However, there are substhdifferences between the
attribute importance weights of AHP and CA. Sirfee importance weights do not have
the same structure in these models, it may be adadithat there is almost no

convergent validity. With respect to the differemcegarding attributes, it cannot be said
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which method provides the better results. Als itecessary to investigate the
predictive validity of the two models on the indlual level, as well as on the aggregate
level and it will be investigated in the furthecsens.

Internal Validity
RQ3: Do both the offline and online data collectiormodes lead to comparable
results regarding the internal validity of AHP?

The internal validity examines if the measuremdrhe data is consistent and to
what extent the empirical input data matches thienated data (Klein et al., 2010;
Backhaus et al., 2003). Thus, the quality of respercan be assessed by evaluating the
internal validity (consistency) of the preferengalaation tasks. To evaluate the degree
of consistency for the entire hierarchy, averagesistency ratio (ACR) was used for
AHP. In case of CA the coefficient of determinatigh measuring the goodness-of-fit of
the preference model, was considered, as will Berdeed in the next section. Due to the
different approaches of the two models, thesesegatannot be compared in a direct way,
but it is possible to analyze the robustness of AiH& CA considering different levels of
consistency.

To evaluate the internal validity of AHP, AHP usesonsistency ratio (CR) to
test for a good model (Saaty, 1980). A consisteatip (CR) is computed for each
comparison matrix on each level of the hierarchysTeasures the internal consistency
of the judgments entered into the matrix accordin§aaty (1980). If the consistency
ratio is 0.10 or less, the judgments are reasor@igistent and acceptable. A CR of 0.0

means that the judgments are perfectly consisBa@tty suggests that if that ratio exceeds
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0.1 the set of judgments may be too inconsistehetreliable. In practice, CRs of more
than 0.1 sometimes have to be accepted. Some authee proved that it is possible to
increase this threshold to 0.2 when the hierarslogpmplex and it is not practical for the
respondents to discuss the questionnaire resudrpetrovie and Rosenbloom (1999)
found that it is possible to answer rationally aondsistently and obtain a consistency
ratio above 0.1. The important issue is that redpots understand what they are doing,
SO as not to discard rational responses, whichddeald to a loss of valuable information
(Bodin and Gass, 2003). To this end, some studies hsed consistency ratio of 0.2 as
cut off (Cook, Angus, Gottberg, Smith, and Lonhu2&X07). For this purpose, a
threshold of CR 0.2 is generally considered to be a minimum resgnént to get at least
a low level of consistency. A sufficiently high Eof consistency may be obtained with
the condition CR 0.1. If CR > 0.2, the pair-wise judgments are alsbut random, and
are completely untrustworthy and inconsistent.rileoto evaluate the degree of
consistency for the entire hierarchy, the arithmetean of all consistency ratios (ACR)
can be simply used for AHP (Saaty, 1980; Schadll e22005).

Saaty (1980) also proposes another proceduretttheesverall consistency of the
hierarchy by defining a Consistency Ratio of therdichy (CRH). CRH is computed as
the weightednean of the consistency ratios (CR) of all comperisatrices. Again,
overall consistency is acceptable if CRRHess than 0.10 (up to 0.20 is tolerable) (Saaty,
1980).

Table 24 shows the average values of CR for tfa $saimple according to survey

modes. The average CR (ACR) ranges from .144 # ddall values lie below the
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threshold value of 0.20 proposed by Cook, Angudili@ag, Smith, and Lonhurst (2007),
thereby indicating an acceptable internal conststefirurthermore, respondents were
grouped by the degree of consistency of judgmerherpbasis of CR. According to Table
24 the absolute and the relative frequencies (#¥shown separately for respondents
with unacceptable, low/moderate, and high consistsn

For the offline mode, about 38.1% of the resporslant considered to be highly
consistent in their judgments. A further classloda 40% of the respondents is judged to
have low or moderate consistency. Approximately-fmneth of respondents are
classified as completely inconsistent. For theraninode, about 42.5% of respondent are
judged to have a high level of consistency. Mosntbne-third of respondents are
considered to be low or moderately consistent &ir fludgments. Only 20.4% of the
respondents are classified as having an unaccegtatal of consistency. For the mixture,
nearly four-fifths (80%) of the respondents have\@Ries below 0.20 and are judged to
have a high or low/moderate consistency. The reimgif21.2%) respondents have CR

values above 0.2, and are classified as completebnsistent.
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Table 24

Interrelation between Task Order and Consisten@s&#s (AHP)

Offline Online Mixed

Task order Task order Task order
Consistency  Total AHP first CAfirst Total AHP first CAfirst Total AHP first CA first
classes (n=181) (n=97) (n=84) (n=504) (n=251) (n=253) (n=685) (n=348) (n=337)
High 69 38 31 214 111 103 283 149 134
CR<0.1 (38.1%) (39.2%) (36.9%) (42.5%) (44.2%) (40.7%) (41.3%) (42.8%) (39.8%)
Moderate/low 70 35 35 187 95 92 257 130 127
CR€ (0.1,0.2] (38.7%) (36.1%) (38.7%) (37.1%) (37.8%) (36.4%) (37.5%) (37.4%) (37.7%)
Inconsistency 42 24 18 103 45 58 145 69 76
CR >0.2) (23.2%) (24.7%) (21.4%) (20.4%) (17.9%) (22.9%) (21.2%) (19.8%) (22.6%)
ACR .155 .164 144 146 141 152 .149 147 .150
x’ .637 1.980 .992
(p value) (.727) (.372) (.609)
Cramer’'s V .059 .063 .038




Given that there may be a systematic task orderrial validities measured by
CR were also decomposed on the combination ofdedde (AHP first or CA first) and
degree of the respondents’ consistency. Chi-squastsl were conducted to determine
the extent to which task order effects exist. By thst (see Table 24), no significant
order effects were found concerning the groupsinefinodey® (2) =.637, p>.10; online
modey? (2) =1.980, p>.10; mixturg’ (2) =.992, p>.10. Concerning the order in which
the methods were applied, no clear effect can beddor AHP.

For RQ3 an ANOVA (analysis of variance) was perfedtio determine the
difference between offline and online modes regaydhe internal validity of AHP.
According to Table 25 the average CR (ACR) was maitly lower for the online mode
than for the offline mode (.121 vs. 130, respedyivéNote that in the AHP a higher
consistency ratio reflects more inconsistency. difference was not significant,
F(1,683)=1.121, p=.296},°=.002.

At the same time, an analysis of covariance (ANCQWaAs conducted to control
for possible confounding of online/offline compams. Considering different sample
characteristics, as stated previously, gender,lagje| knowledge, and hotel involvement
were included as covariates in the analysis. Thpgae of ANCOVA is the following: to
increase the precision of comparison between grbypeducing within-group error
variance; and, to “adjust” comparisons between ggdar imbalances by eliminating
confounding variables (Polit and Beck, 2008).

The marginal means according to survey modes aoesaimmarized in Table 25.

The ANCOVA test again shows similar results. Thegmal mean of the CRs for the
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offline mode is .130 and .120 for the online mobeere again were no significant
differences between them regarding internal validieasured by CR, F(1,679)=.716,
p=.398,np2:.001. The covariates had no effect on the redtitsn be overall concluded

that the two survey modes are generally equivaterggards to the internal validity of

AHP.
Table 25
ACR as a Measure of Internal Validity of AHP
Offline Online F-value ny
(p-value)
Internal Validity .130 121 1.121 .002
(ANOVA) (.290)
Internal Validity .130 120 716 .001
(ANCOVA) (.398)

Note CR was non-normally distributed due to significkurtosis; therefore, it was square-root
transformed. For ease of interpretation, untramséal means were reported in the table.
Lower CR indicates better internal validity.

RQ4: Do both the offline and online data collectiormodes lead to comparable
results regarding the internal validity of CA?

The internal validity of a conjoint model measuttes goodness of the model. It is
defined as the correlation between the observeestithated preferences presented by
Pearson’s r or Kendall's taw)((Green and Srinivasan, 1978). According to Bared
Sauberlich (1997), the internal validity (consistgnis the correlation between the
estimated utility values and the observed utilittethe calibration question, which is
measured by the determination coefficieft(fercent of total variation in the preferences
(utilities) explained by the model). This givesratfindication to the reliability of

judgments (Melles, et al., 2000).
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Depending on the degree of consistency of respasdadgments, the fit values
of R? range from a low of 0 to a high of 1.0. The larBéis, the more consistent are their
judgments and the better are they representedebgdtiitive linear utility function and its
estimated parameters. Thus, higher values?afidRcate a higher internal validity.
According to Scholl et al. (2005)2Ralues between 0.9 and 1 indicate that most
variances are explained and a high level of cogrscst is achieved. The values with
smaller than 0.7 indicate that the conjoint modeild not explain the variances
sufficiently and there is an unacceptable levaelafsistency. As a threshold for
acceptable consistency, a value of 0.7 is frequemtiposed by Scholl et al. (2005).

Table 26 shows the average values dfdR CA for the total sample according to
survey modes. In all cases, the averafjeaRies between .854 and .921; thus, all values
far exceeded that cutoff point of .7 suggested ¢yo® et al. (2005), indicating a
satisfactory internal validity for CA. Table 26 alpresents internal validities measured
by R separately for respondents with unacceptable plomoderate, and high
consistencies.

For the offline mode, almost half of respondents $%0) are judged to be highly
consistent, and more than one-third of respond@at4%) are classified as having a low
or moderate consistency. The remaining (12.7%) anesonsidered to have an
unacceptable level of consistency. For the onlinel@nabout one third respondents
(30.8%) are classified as having a high consisteaeg almost half of respondents
(49.6%) are considered to be low or moderate ctargis their judgments. The

remaining (19.6%) of respondents are judged toobeptetely inconsistent. For the
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mixture, the majority of respondents (82.2%) adgpd to have a high or low and
moderate level of consistency based on the comdRR»>0.7, while only 17.8%

of respondents are classified as having an unaaiglepevel of consistency.
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Table 26

Interrelation between Task Order and Consisten@s§#qCA)

Offline Online Mixed

Task order Task order Task order
Consistency  Total AHP first CAfirst Total AHP first CAfirst Total AHP first CA first
classes (n=181) (n=97) (n=84) (n=504) (n=251) (n=253) (n=685) (n=348) (n=337)
High 94 50 44 155 76 79 249 126 123
R2>0.9 (51.9%) (51.5%) (52.4%) (30.8%) (30.3%) (31.2%) (36.4%) (36.2%) (36.5%)
Moderate/low 64 40 24 250 124 126 314 164 150
R% [0.7,0.9) (35.4) (41.2%) (28.6%) (49.6%) (49.4%)  (49.8%) (45.8%) (47.1%) (44.5%)
Inconsistency 23 7 16 99 51 48 122 58 64
R2<0.7 (12.7%) (7.2%) (19.0%) (19.6%) (20.3%) (19.0%) (17.8%) (16.7%) (19.0%)
R’ .918 921 914 .857 .854 .857 .880 .878 .880
x’ .701 157 779
(p value) (.030)* (.924) (.677)
Cramer’'s V 197 .018 .034

Note. Average Rs are computed via averaging the Fistransformed r

*Significant at p<.05



To check for any possible order effects concertinegassessed groups, internal
validities (R) were also decomposed according to the task ¢Ade® first or CA first).
Using chi-squared tests (see Table 26), a sigmifioeder effect was found for the offline
mode, with a small effect sizg?(2) =.7007, p<.05, Cramer’s V=.197). In particukar,
slight order effect appears to be observable fepaadent with moderate and low
consistency if the AHP task is completed first. Aopy AHP before seems to have a
positive effect on applying CA, resulting in a sligmprovement of the internal validity
of CA (.91 to. 92, +1.099%). This small differerczmild be due to a learning effect by
AHP. On the other hand, no significant order eegére found concerning the assessed
groups for the online modg?(2) =.157, p>.10) as well as overall for mixtugé(Q)
=.779, p>.10).

To address RQ4, an ANOVA was utilized on the medrike Fisher z-
transformed square roots of thévRlues following a Gaussian distribution (Scholz,
2010). The ANOVA results (see Table 27) revedled there was a significant difference
between the survey modes regarding internal vglidigasured by Pearson’s R (F (1,
683)=36.405, p<.0]np2:.051), with the correlation coefficient being $lity higher for
the offline mode (.961 vs. .927).

In the following, an ANCOVA was applied to contfol pre-existing group
differences. Again, demographics (gender and &ge¢| knowledge and hotel
involvement were used as covariates in the analgsigrive the marginal means. After
adjustment for the covariates, the ANCOVA resudte(Table 27) are similar to those

drawn from the preceding analysis. The coefficRr{t964 vs. .925) was significantly
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higher for the offline mode than for the online rep&(1,679) =29.497, p<.04°=.042.
So it can be overall concluded that the offlinejoort analysis leads to higher values in

regards to the internal validity which was measurgdéearson’s R.

Table 27
Pearson’s R as a measure of Internal Validity of CA
Offline Online F-value ny
(p-value)
Internal Validity .961 .927 36.405 .051
(ANOVA) (.000)*
Internal Validity .964 .925 29.497 .042
(ANCOVA) (.000)*

Note *Levene’s test was significant (p=.000) thus dissumption of equal variance was violated.
However, Analysis of variance is robust to violagsof the assumption of homogeneity of variances
provided the ratio of the largest group varianceasmore than 3 times the smallest group variance
(Aurah, 2013). In the present study, the ratio &49 less than the rule of thumb of 3.0.

*The Fisher z-value is not valid when r = 1 exactigd thus approximating 1 as 0.999 is accepted as
valid quantitative work (Faller, 1981). The errorriis about .001 and negligible.

*Significant at p<.001

To summarize, in case of AHP, both data collecti@thods lead to comparable
results concerning internal validity, whereas ia tiase of CA, online methods generate
less valid results. This result suggests that AbiAgared with CA at least seems to be
very robust with respect to the consistency adiesswo data collection modes. This
might be explained by the lower cognitive straintlo@ data-supplying capabilities of
respondents for the AHP approach than for the Q#agch being more complicated and
more cognitive effort being required from the resgents, since reducing respondents’
cognitive load is particularly key for web-basedieonments, where respondents’
patience tends to be low (Deutskens et al., 20049.positive effect of ordering AHP
before CA seems to confirm this explanation.

Although one measure of reliability is internal s@tency, it should be cautious

in using ACR and Ras sole measures for model evaluation. Relighgionly a
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necessary condition for validity. As Wittink and 1&ta(1988) point out, higher reliability
does not necessarily mean higher validity. It isgole that the structure of the
evaluation task is such that it triggers a taskp$ifilmation that results in consistent
responses but does not resemble the behavior oéspendent in the market (Vriens,
1995). For example, respondents may key in on astdient attributes and ignore the
others (Gilbride and Allenby, 2004). To extent thath strategies do not mimic real
market place behavior. Such task simplificationasébr will affect the external validity
of the conjoint results negatively (Vriens, 199B)is additional aspect of internal
validity is considered by the further tests whit¥paserve as a basis for evaluating the
predictive validity of both models.

Predictive Validity
RQ5: Do both the offline and online data collectiormodes lead to comparable
results regarding the predictive validity of AHP ard CA?
RQ6: Are both AHP and CA fairly comparable in predictive performance across
offline and online data collection modes?
RQ7: Do both the offline and online data collectiormodes moderate the differences
in predictive accuracy among the AHP and CA?

The most common measure of performance used inrea@tudies of conjoint
analysis is predictive validity (Akaah, 1991; Mulyi©98). Predictive validity refers to a
method’s ability to predict real choices (Helm ket 2004b). Holdout task validation is
commonly used in full-profile conjoint and in cheibased conjoint studies (Bakken and

Frazier, 2006). The data for these tasks is kepbbhilne estimation step. In empirical
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studies the predictive validity is investigatedrbgans of holdout choice, holdout rating
or ranking tasks (Johnson, 1997; Wittink and Betrgas, 2001). The results of Huber and
Hansen (1986) showed no significant differencewben the three tasks regarding
predictive validity. However, McCullough (2002) gi&gts that holdout tasks should be
choice-based to make model validation more meaninghus, holdout choice tasks
were used to analyze the predictive validity fothbine AHP and CA, since choices more
directly mirror marketplace decisions and relathv@mple tasks for respondents
(Desarbo et al., 1995). A typical holdout choicgktaonsists of two or more alternatives,
from which respondents choose one (Wittink and Bgttgen, 2001).

Several factors can affect the results of holdask tvalidation, including the
choice model such as first choice, share of prafareor logic as well as the composition
of the holdout task (Bakken and Frazier, 2006).tRat reason, using two or more
holdout tasks are recommended so that the anagstdveral opportunities to determine
the predictive accuracy of the conjoint resultst{\wk and Bergestuen, 2001). In this
regard, ten holdout choice sets containing fowradtives were constructed by random
allocation of the profiles to the choice sets toifithe potentially biasing effects of the
choice set composition. The holdout choice setgwenstructed to be Pareto optimal;
that is, no alternative was dominated by any o#iternative in the choice set, as also
recommended by Elrod et al. (1992).

Two measures of the validity of holdout results @emonly used (Wittink and
Bergestuen, 2001). One measure is defined at viek dé the individual respondent. It

assesses how well the conjoint results can predich individual’s holdout choices. The
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common summary measure for this is the proportfdrite, where a hit is a choice
correctly predicted. The hit rate is used as arcatdr for the power of predicting the real
choice (Klein, et al., 2010) and is one of theerr# very often used to measure predictive
validity (Vriens et al., 1998; Brusch et al., 2003cheulin, 1991). Hit rates are computed
by comparing the choice predicted for an individeglpondent by the model using the
maximum utility rule to the actual choice made bg tespondent. In any case, a
satisfactory predictive validity depends on highuesa of the hit rate. The result obtained
on this measure is usually compared against whatdime expected in the absence of
information, that is random choices (Huber et£093).

The other measure is defined at the aggregate levitlis case, the proportion of
choices for each holdout alternative is comparet thie proportion of predicted choices.
A measure of prediction error is the deviation leswholdout shares and predicted
shares. To determine the quality of aggregate gtieds in holdout tasks, the result can
be compared against the expected result basechdamachoices (the minimum) (Huber
et al., 1993).

Although these two summary measures tend to béiyalgirelated, they can
conflict. Hit rates depend primarily on the relidliof individual models, whereas
choice share estimates, by aggregating over ingi@idstimates, depend mainly on the

degree to which the models provide unbiased priedit
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Individual-Level Choice Share Prediction

The issue of comparability of the predictive valydof the AHP and CA across
the two data collection modes was examined by cdéimpthe hit rate separately for each
respondent. The average hit rate for each modekrmonhbination was then computed.

The relative hit rates of the models.Table 28 compares individual-level hit rate
validations for both preference measurement metbetiseen the two data collection
modes. It can be observed from Table 28 that thaltsefor the offline and online modes
were mixed. For the offline mode, the averagedti of CA (40.7 percent) is slightly
superior to the hit rate of AHP (38.6 percent), welas for the online mode AHP (38.4
percent) has a higher hit rate validation than @& 7 percent). To provide an overall
indication of the predictive validities, the datane pooled across the two survey modes,
namely, a mixture. For the mixture AHP has a 3&f&ent and CA a 37.7 percent hit rate,
with a slight advantage for AHP. Table 28 also ¢atis that the offline mode reflected
the highest hit rate for both AHP and CA.

As a first step, for comparison, both methods mtechioices significantly better
than the random model{®01) in any case, and the size of the improvemares a
random model is quite similar for the methods athed from 15.6 to 20.9 percent.

Thus, both methods perform reasonably well for soitvey modes.
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Table 28

Individual-level Choice Predictions (Before Adjustmhfor the Covariates)

AHP CA Average Experimental F —value Partialn?
across models  factors (p-value)
Offline 38.6 40.7 39.7 Model type F=.028 .000
(18.1) (20.9) (p=.867)
Online 38.4 36.7 37.5 Survey mode F=2.128 .003
(17.9) (15.6) (p=.145)
Average 38.5 37.7 38.6 Interaction F=3.484 .005
between (18.0) (16.9) (p=.062)

survey modes

Note Percentage improvement over random model innplagesis: [100*(percent correctly predicted-
percent correctly predicted by random model)/(p@€ent correctly predicted by random model)]
(Srinivasan and Park, 1997).

To assess the statistical significance of the diffees in model performance, a
two-way mixed ANOVA was performed. Between-subjdatsor was experimental
condition, with two levels (offline vs. online), @the within-subjects factor was model
type, with two levels (AHP vs. CA). Accordingly,etiour experimental conditions and
their interactions served as predictor variablee$d where any of these conditions
moderate the differences in predictive accuracweeh the models. The results of the
mixed ANOVA (see Table 28) showed no significarfieets for data collection mode nor
for model type on the predictive accuracy: F(1,)683128, p>.05; F(1,683)=.028, p>.05,
respectively. There again was no significant irdeoa between data collection mode and
model type, F(1,683)=3.484, p>.05. Thus, the resoiplied the lack of major
differences in model performance across the twa daliection modes as well as the two
models examined.

Again, these results should be taken with caretda#ferences in sample
composition between the two survey modes. As adéurdnalysis, a two-way mixed
ANCOVA was performed with the demographic varialilest were significantly
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different across samples as covariates (e.g., geage, knowledge, and involvement).
The result from the ANCOVA after controlling foraltovariates (see Table 29)
identified a significant main effect for data calien mode (F(1,679)=18.292, P<.01).
The effect of model type was not significant. (B{19)=.238, p>.10). The interaction
between data collection mode and model type agasnet significant (F(1,679)=2.635,
p>.05). Thus, taking into account the differencesveen the offline sample and the
offline sample leads to a conclusion that the tutwasy modes are not equivalent, with
the offline mode being judged superior to onlinedmoegarding the predictive validity
of both AHP and CA.

Table 29

Individual-level Choice Predictions (After Adjustméor the Covariates)

AHP CA Average Experimental F —value Partial
across models  factors (p-value) n?

Offline 426 .450 438 Model type F=.238 .000
(p=.626)

Online .370 .351 .360 Survey mode F=18.292* .026
(p=.000)

Average .398 401 .399 Interaction F=2.635 .004

across survey (p=.105)

modes

Note Marginal means are given in the table.
*significant at p<.01

Impact of task order on hit rates. In order to examine sequence (order) effects,
the hit rates according to survey modes were fudbeomposed by task order (AHP first
or CA first). Table 30 shows the hit rates sepdydte the estimated part-worths
obtained from the first and the second AHP or conjask completed by the respondent.

For the offline mode, there is no clear sequenfeeetan be found for AHP and
CA, whereas for the online mode both approachestiealight predictive improvements.

For AHP, its hit rate is slightly higher (39.2% v37.7%, 3.98% improveménwvhen CA
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is the first task, whereas CA gets the higherdii (37.3% vs. 36.1%, 2.96%
improvement) when the AHP task is administered.fisr the mixture, apparently, the
task order has no virtually effect on the AHP hties (38.3% vs. 38.6%). On the other
hand, a positive sequence effect can be recogfiz&dA. The CA hit rates are 38.1
percent if AHP is completed first and 37.4 perdéittis the second task (1.88%
improvement in hit rates). One interpretation a$ tifference is that the AHP task
provides a training opportunity that enhances thesistency of subsequent CA
evaluations. Of course, in practice one would ueeCA or AHP, and in that context
only the results for the first task are relevartug, AHP is substantially better if only one
task is administered to each respondent. It is@oable; however, that CA improves if a

practice or warm-up task is administered first.

Table 30
Impact of Task Order on Hit Rates
Model type
AHP CA Average Experimental F —value Partialn?
across factors (p-value)
models
Offline
Task Order
AHP first  .399 401 400 Model type F=1.505 .008
(p=.221)
CA first 371 414 .393 Task order F=.093 .001
(p=.761)
Average .385 407 .396 Interaction F=1.238 .007
across task (p=.267)
orders
Online
Task Order
AHP first 377 .373 375 Model type F=.2.781 .006
(p=.096)
CA first .392 .361 .376 Task order F=.012 .000
(p=.914)
Average .384 .367 375 Interaction F=1.645 .003
across task (p=.200)
orders
Mixed
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Task Order

AHP first  .383 .381 .382 Model type F=.663 .001
(p=.416)
CA first .386 374 .380 Task order F=.012 .000
(p=.913)
Average .385 377 .381 Interaction F=.313 .000
across task (p=.576)
orders

Note Marginal means are given in the table

In line with these descriptive results, to cheakdignificant differences a two-
way mixed ANOVA was applied separately for each endd each case the within-
subjects factor was model type (AHP vs. CA) andateveen-subjects factor was task
order (first vs. second). The four experimentaldibans and their interaction served as
predictors to test whether any of these conditransglerate the differences in accuracy
between the models. By this test, no significafea$ (p>.05) for model type nor for
task order, and no significant interaction effépts.05) exist in the proportion of hit rates
in all three cases (see Table 30). Thus, althoudér@appears to have some slight effect
on hit rates, no statistically significant effecasvfound.

Impact of the consistency on hit rates A further comparison of AHP and CA
with respect to the robustness against inconsigeme choices was conducted.
Respondents were also grouped by the degree ofstamsy in choices. Tables 31 and 32
show predictive validities separately for respordeavith inconsistency, low/ moderate,
and high consistencies based on CR ahdd®pectively.

In case of AHP, a positive correlation can be olEgbetween the level of
consistency and the predictive validity in all tni@ases (see Table 31). While the most
consistent respondents with GRL have considerably high hit rates, the group of

respondents with moderate and low consistency@& 1, 0.2]) gets lower hit rates.
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Examining the group of considerably inconsistespomdents (CR >0.2) shows a further
reduction in predictive power. To test the effeicth@ consistency in choices on the
predictive validity of AHP, a one-way ANOVA was aturcted for each of the data
collection modes. The results of the ANOVA are méga in Table 31.

For the offline mode, very surprisingly, none aésk differences between the
assessed groups are significant (Wel&h(&, 99.049)=2.177, p>.05). Even for
respondents with high inconsistenthe predictive validity is hardly worse than for
respondents with low and moderate consistency.,Tdnlg a minor influence of the
degree of consistency on the hit rates of AHP @fobnd. For both the online and
mixtures; however, there were significant differemevith respect to the hit rates among
the groups (F (2,501)=5.808, p<.01; F=(2,682)=8.4B8801, respectively). Post-hoc t-
tests revealed that there was no significant diffee between the groups with a
low/moderate (CFE (0.1, 0.2])) and high level (CR1) of consistency with respect to the
hit rates produced (p>.05), but the group of intsieat respondents (CR>.2) produced
considerably less hits (p<.05)

Table 31

Impact of the Consistency on Hit Rates (AHP)

Analytic High Moderate/low Considerably F tests p-value Partial Eta

hierarchy consistency consistency inconsistent  (dfl, df2) Squared

process (CR<0.1) CR€]0.1,0.2) (CR>0.2)

Offline 4174 .3886 .3310 F=2.177* .119 est »’=.013
(2, 99.049)

Online 4083 3879 3270 F=5.808  .003  n,=.023
(2,501)

Mixed 4108 .388F 3282 F=8.408  .000  n=.024
(2, 682)

Note * * significantly different groups at p<.05.
* Welch correction for non-homogeneity of varianeas applied (Levene’s F-test, p< .05).
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In case of CA a positive correlation is even mdreious for both modes and the
mixture (see Table 32). If the consistency is lowréliable choices), the predictive
validities are equally low. Inversely, for respontiewith high consistency, the predictive
validities are equally high. Given a certain minimievel of consistency R> 0.7), the
power of predicting the real choice is very acckigabut the differences in predictive
validity noticeably occur for respondents with lowgderate ((R€ [0.7, 0.9)) and high
(R?>0.9) consistencies in choices. To test the effédtfterent consistency groups on the
predictive validity of CA, a one-way ANOVA was alperformed for both modes and
the mixture.

The results of the ANOVA (see Table 32) revealed there are significant
differences among the assessed groups in ternhe difittrate of individual choices:
offline mode F(2,178)=9.579, p<.01; online mode t& F(2,257.526)=35.553, p<.01;
mixture Welch’s F(2, 346.627)=49.487, p<.01. Past-titests indicated that the group of
high level consistent respondentg #R.9) produces significantly better hit rates tHam t
other two groups for both modes and the mixtureQpx Hit rates are slightly higher for
the group with low/moderate consistency(R[0.7, 0.9)) than for the inconsistent

group, but the difference is less significant (5.0
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Table 32

Impact of the Consistency on Hit Rates (CA)

Conjoint High Moderate/low  Considerably F tests p-value Partial Eta
Analysis consistency consistency inconsistent  (dfl, df2) Squared
R2>0.9 R2€[0.7,0.9) R2<0.7

Offline 4697 3484 3130 F=9.579 000  n,’=.097
(2, 178)

Online 4791 .3268 2928 F=35.553* .000  est.0’=.121
(2, 257.526)

Mixed 4756 .3309 2966 F=49.487* .000  est@’=.124
(2, 346.627)

Note " significantly different groups at p<.05.
* Welch correction for non-homogeneity of varianeas applied (Levene’s F-test, p< .05).

These findings imply that as the consistency ina®increases, the predictive
validities increase for the two models. However, Aot as robust as AHP with respect
to inconsistencies in choices, because CA is memsisve to small reductions in the
level of consistency. This lack of robustness spomsible for the better performance of
AHP, and this can be seen as an advantage of AldPtaking into account the cost of
interviewing and evaluating.

Aggregate-Level Choice Share Prediction

Although measuring predictive accuracy at the iittlial level constitutes an
often used approach, one may argue that a more@ajegrcriterion, such as the accuracy
of the resulting choice share predictions, woul@lmore relevant criterion for marketing
managers (Vriens, 1995). Accordingly, additionalgises to test for predictive validity
were necessary at the aggregate level. Most vadidatudies rely on aggregate choice
share predictions based on appropriate holdouu$t{@reen and Srinivasan, 1990),
although out-of-sample predictions (external v&jidare often considered the silver
bullet in validating different preference measuratrapproaches (Ding, Grewal, and

Liechty, 2005; Scholz et al., 2010).
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At the aggregate level the predictive validity denmeasured in several ways.
The Mean Absolute Error (MAE) and the Root Mean&gd Error (RMSE) are two
common measures that quantify the predictive vglidlein et al., 2010). Both are
aggregate measures of how well a model predicteebolThe MAE is less sensitive to
outliers and more robust over a variety of induegdr distributions (Hoaglin, Mosteller,
and Tukey 1983; Tukey, 1960), and thus treatsredre equally (Moore et al., 1998). In
contrast, the RMSE treats larger errors more sgiydhan small errors, since it considers
squared errors (Moore et al., 1998), and therehyost relevant if small errors are of
minor importance compared to large prediction etrBecause the two performance
measures tap different aspects of predictive acguthey can be used together to
diagnose the variation in the errors. Thus, chel@es are validated in terms of both
MAE and RMSE of predicted versus actual choiceeshawer all alternatives and choice
sets. Lower values of MAE and RMSE indicate a éigtredictive validity.

As in many other comparative studies, in the preserly aggregate choice
shares were predicted applying the well-known-ifsbice model, the multinomial logit
(MNL) model, and the powered (rescaled) logit mgdek, e.g., Moore, 2004).
Furthermore, for all choice models correlationsateein choice shares observed in the
holdout task and the predicted shares were compatezhch of the two approaches
under consideration. These results are presentealle 33.

According to Table 33 all choice models show rerabhi correlations for both
models (AHP and CA) and for both survey modes withe range of .580 to .802, all

significant at the .01 level. In terms of the penmiance measures MAE and RMSE, the
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choice share predictions provide accurate resoitbdth models (AHP and CA),
compared to a random modBEsides, it is observable that the error measinas (

MAE and RMSE) of the offline survey are slightlyder than the error measures of the
online survey for both models. At first hand, theems to support the previous findings
thatthe data of the offline survey leads to slightlytberesults.

To assess the statistical significance of the @iffees in model performance, a
two-way mixed ANOVA was performed. Between-subjdatsor was experimental
condition, with two levels (offline vs. online), @the within-subjects factor was model
type, with two levels (AHP vs. CA). Accordingly,etiour experimental conditions and
their interactions served as predictor variablee$d where any of these conditions
moderate the differences in predictive accuracweeh the models. The results of the

mixed ANOVA are summarized in Table 33.
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Table 33

Aggregate Choice Share Validations

First choice model Logit model
MNL Powered
(rescaled)
Offline Pearson MAE RMSE Pearson MAE RMSE Pearson MAE RMSE
(Kendall) (Kendall) (Kendall)
AHP .580 .069 .079 .628 .081 .093 .629 .078 .090
(.466) (.471) (.466)
CA .788 .053 .062 811 .049 .057 .798 .051 .060
(.582) (.600) (.593)
Online
AHP .783 .073 .084 .800 .085 .098 .802 .080 .093
(.578) (.616) (.622)
CA .752 .055 .063 .768 .054 .062 .762 .054 .062
(.547) (.571) (.565)
Mixed
AHP .701 .071 .081 725 .083 .095 127 .079 .091
(.524) (.544) (.541)
CA .766 .054 .063 .785 .052 .060 177 .053 .061
(.553) (.576) (.564)
Experim - F value Fvalue - F value F value - Fvalue Fvalue
ental (p value) (p value) (p value)  (p value) (p value) (p value)
factors (T'lpz) (npz)) (npz) (T'lpz) (npz) (T'lpz)
Model - 3.671 3.091 - 20.920 18.998 - 15.335 13.100
type (.071) (.096) (.000)* (.000)* (.001)*  (.002)*
(-169) (.147) (.538) (.513) (.460) 421
Survey - .102 .092 - .280 .382 - .096 .086
Mode (.753) (.765) (.603) (.544) (.761) (.772)
(.006) (.005) (.015) (.021) (.005) (.005)
Interact - .017 .025 - .001 .004 - .001 .000
ion (.897) (.876) (.978) (.953) (.972) (.992)
(.001) (.001) (.000) (.000) (.000) (.000)

Note *significant at p<.001

The results for the first choice model are veryikinfor both model types and
both survey modes. The mixed ANOVA results indidate main effect of model type
(MAE F=3.671, p=.071np2:.169; RMSE F=3.091, p:.09ﬁp2=.147) or survey mode
(MAE F=.102, p:.753np2:.006; RMSE F=.092, p=.765p2:.005), and a non-
significant effect of the interaction between the {MAE F=.017, p:.897np2:.001;
RMSE F=.025, p=.876,’=.001).

When the MNL model was applied to predict choicareh, the results are in
favor of CA. The mixed ANOVA tests confirmed thhete was a significant main effect

127



of model type on predictive validity (MAE F=20.9216)§.01,np2=.538; RMSE F=18.988,
p<.01,np2:.513). Neither the survey mode main effect (MAEZ89, p=.603np2:.015;
RMSE F=.382, p=.544qp2=.021 nor the interaction between model type amdesu
mode was significant (MAE F=.001, p=.9%§/=.000; RMSE F=.004, p=.958,°=.000).
Thus, the results show that CA yields better chelwre predictions than AHP. It was
also confirmed that there are no big differencehévalidity between the two data
collection modes.

The mixed ANOVA results for the powered logit mo¢ielscaled) showed a
significant main effect of model type (MAE F=15.3$B<.01,np2=.460; RMSE F=13.100,
p<.01,np2:.421). The main effect of survey mode was notigant (MAE F=.096,
p=.7611m,"=.005; RMSE F=.086, p=.778,°=.005). The interaction between model type
and survey mode also was not significant (MAE Fi,q'ﬁ:.972np2:.000; RMSE
F=.000 p:.992np2:.000). Again, CA produces lower MAE and RMSE (befiredictive
validity) than AHP. Besides, both data collectioades lead to the comparable results
regarding predictive validity.

In summary, a comparison of the results of the éh®ice modeWith those of
the logit model reveals slightly greater MAEs and$Es for the later model for AHP.
More specifically, AHP validates much better witie tfirst choice model than the logit
model. Thus, it can be concluded that for AHP tret €hoice model is more appropriate
for predicting real choice shares. On the othedhanross all measures and ways of
estimating shares, there is no clear pattern forBAis, CA has approximately equal

validations under the max utility and logit modéore notably, there is no difference
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between the survey methods (offline and onlineareipg predictive validity measured
by the MAE and RMSE.

Table 34 provides a brief summary of the reseagshlts. In the following
chapter, the research results are discussed amdlotisions are presented, followed by
the implications, and directions for further reséar
Table 34

Summary of Results

Research Questions Results

RQL1: Are there any differences in the The AHP survey was rated as a more positive
respondents’ subjective evaluations of the  experience than the CA approach. The AHP
methods in terms of (a) enjoyment, (b) survey was rated as being (a) more enjoyable,
difficulty and clarity, and (c) realism? (b) less difficult and complex and (c) more

realistic. Significant differences were found
concerning the average survey length. AHP has
considerable advantages over CA in terms of
time effort and costs.

RQ2: Do AHP hotel branding results accord The convergent validity gave mixed results:
generally with CA (convergence)? If so, to  (a) Almost no convergent validity: the models
what extent does AHP have convergent validityesult in different preference structures. Further
with CA with respect to (a) importance ratingsAHP importance weights tend to show more

(b) part-worth estimations, and (c) estimated curvature than CA importance weights

overall utilities? (b) high convergence
(c) high convergence
RQ3: Do both the offline and online data No significant difference between the survey

collection modes lead to comparable results methods concerning internal validity
regarding the internal validity of AHP?

RQ4: Do both the offline and online data The validity of the data of the online-conjoint
collection modes lead to comparable results analysis is slightly low.
regarding the internal validity of CA?

RQ5: Do both the offline and online data Overall, the data gathered online leads to a
collection modes lead to comparable results slightly lower predictive validity. Nevertheless,
regarding the predictive validity of AHP and the validity seems to be sufficient even in the
CA? case of its online form.

RQ6: Are both AHP and CA fairly comparable Overall, the AHP does equally as well as
in predictive performance across offline and conjoint analysis for predictive validity.
online data collection modes?

RQ7: Do both the offline and online data No moderating effect of survey method on the
collection modes moderate the differences in models’ predictive performance.
predictive accuracy among the AHP and CA?
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Hotel Branding Results

Table 35 presents a summary of the hotel brandisglts. The table illustrates

the relative importance of attributes and levelawted from both methods (AHP and

CA) as well as the ranges of attribute importanegtts in last row of the table.

Table 35

Relative Importance Weights and Part-worth Utiktier AHP and CA

Offline Online Offline Online
(n=181) (n=504) (n=181) (n=504)
Attributes Relative Relative Attribute Levels Part-worth Part-worth
importance importance utility estimates  utility estimates
AHP CA AHP CA AHP CA AHP CA
Brand 0.183 0.324  0.167 0.258 Advertising 0.199 0.104 0.144 0.196
Awareness (4) Q) (4) (2) 4) (4) 4) 3)
Top-of-mind brand  0.248 0.251 0.249 0.162
3 3) 2) 4
Brand popularity 0.256 0.291 0.230 0.230
@) 2 3) 2
Brand Familiarity 0.296 0.354 0.377 0.412
@ @ €] (€))
Brand 0.213 0.298 0.193 0.295 Clean 0.307 0.340 0.252 0.255
Image 3 2 3 @) @) 1) 2) (2
Elegant 0.228 0.235 0.175 0.208
3) 3) 4) (3)
Feels like home 0.189 0.090 0.244 0.143
4) (4) 3) 4)
Good value 0.276 0.335 0.329 0.393
) ) ) 1)
Perceived 0.376 0.198 0.376 0.241 Error-free service 0.227 0.098 0.179 0.107
Quality 1) 3) @ 3 3) 4 4) 4
Prompt service 0.211 0.304 0.203 0.357
4) (2) 3) 1)
Courteous service 0.272 0.348 0.279 0.257
) 1) (2) (3)
Reliable service 0.290 0.250 0.339 0.279
@ 3 @ 2
Brand 0.227 0.179 0.264 0.206 Friends’ 0.235 0.171 0.176 0.200
Loyalty ) (4) (2) (4) recommendation 3) ) 3) 3)
Frequent customer 0.324 0.325 0.303 0.267
) (2) (2) (2)
Previous experience 0.440 0.504 0.521 0.533
@ @ @ @
Range* 0.193 0.145 0.209 0.089

Notes The ranking of attributes and attribute leveldépicted in parentheses.
*Range= (first ranked importance weight — lastkezth importance weight)
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Offline Study Results

The results of the offline study indicated that tesults of the AHP which showed
perceived quality (37.6%) as the most importantitaite college students considered
when choosing a hotel brand, followed by brand llyyé22.7%), brand image (21.3%)
and finally brand awareness (18.3%), while in th r€sults, brand awareness was the
most important (32.4%), followed closely by bramdage (29.8%), perceived quality
(19.8%) and then brand loyalty (17.9%).

Within the attribute of brand awareness, brand lianty was found to be the
most important level followed by brand populariiyp-of-mind awareness and
advertising in both methods. Within the brand imatgbute, cleanliness and good value
for money were found to be the most important levet both methods as compared to
elegant atmosphere as well as feels like home.iMitie attribute of perceived quality,
the AHP results indicated that reliable service famd to be the most important level
and prompt service was the least. In the CA restitsrteous service was found to be of
the most importance to respondents. Prompt sewasealso of considerable importance.
Interestingly, error-free service was found to bastderably less important. Within the
brand loyalty attribute, the most important levelsiyprevious experience (such as
satisfaction), followed by frequent guest progranch as hotel reward card), and then
recommendation by family, friends, relatives, atiteos (such as positive word-of-mouth

recommendation) in both methods.
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Online Study Results

The results for the online study of the AHP metebdwed that perceived quality
(37.6%) and brand loyalty (26.4%) were rated thetteo priorities by domestic travelers
and brand awareness (16.7%) was the lowest prioyithe same travelers (see Table
35). In contrastCA resultsindicated that brand image (29.5%) and brand avesen
(25.8%) were the two most important determinantsatél brand equity followed by
perceived quality (24.1%) and brand loyalty (20.6%)

A closer examination of the AHP results indicatedl twithin the attribute of
brand awareness, brand familiarity was found tofttee most importance to
respondents as compared to advertising. Withirbtaed image attribute, good value for
money was found to be the most important levels Téwel was followed by cleanliness,
feels like home and elegant atmosphere. Withirptdreeived quality attribute, reliable
service was found to be of the most importances$pondents and error-free service was
the least. Finally, previous experience was founble the most important within the
attribute of brand loyalty. The CA results revedbednd familiarity, good value for
money, prompt service, and previous experiencehmadighest importance within each
attribute.

In summary, the order of preferred levels for eaithbute was similar for all
attributes. The most preferred level for eachlaite was the same in both methods:
brand familiarity, cleanliness, good value for mgraend past experience. Interestingly,
the attribute of perceived quality was a minor gtica where reliable service has the top

priority in the AHP results, whereas prompt andrteaus service were of greatest
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concern in the CA results. However, with respe¢hswimportance of attributes the
results are totally different. In the AHP resufisrceived quality and brand loyalty are the
most important determinants of hotel brand equity account for more than 60 percent
of the total importance. However, in the CA resultend awareness and brand image
show the top two attributes of hotel brand equityich account for about 60 percent of

the total importance in both the offline and onlgtedies.
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CHAPTER 5
DISCUSSION AND CONCLUSIONS

Chapter 5 first compares and contrasts the resdéadihgs with other relevant
research and discusses the interpretations ofrtimds, conclusions, implications, and
limitations. Conclusions about hotel branding aecbmmendations for future research
are also presented in this chapter.

Discussion and Comparison of Previous Research

This study compared the results of AHP and CA a&pipio hotel branding with
respect to feasibility and several validity measufi® be able to draw conclusions about
the quality of the results of AHP and CA as instemts for measuring preferences, the
results have to be compared with results of othatiss.

Regarding the results on hotel branding, the AHiPthe CA generated totally
different statements with respect to the importasfcattributes. The AHP results showed
that perceived quality was by far the most impdrfaator for developing hotel brand
equity, followed by brand loyalty, brand image d@hen brand awareness. However, the
CA results revealed brand awareness and brand imageaspects of vital importance
when building hotel brand equity but perceived gyand brand loyalty, respectively,
were less effective on the hotel brand equity. fRralcdifferences in attribute preferences
were clearly observed between the AHP and the GArder to assess the factual quality
of attribute importance weights (attribute prefees), this study verified the present
results by considering previous empirical studmrethe field of hotel branding. To date,

there have only been a small number of studieshitneg explored branding in a hotel
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context (Kim, Kim, and An, 2003; Kayaman and Ara2007; Kim and Kim, 2005;
Bailey and Ball, 2006; So and King, 2010; Kim anidnik2007; Sun and Ghiselli, 2010;
Nel, North, Myburg, and Hern, 2009; Zhou and Ji&@j, 1; Baldauf, Cravens, and
Binder, 2003; Kim, Jin-Sun, and Kim, 2008).

The results of this study are comparable to theltesf previous studies. Kim,
Kim, and An (2003) and Kim and Kim (2005) identdieour dimensions of brand equity
including brand loyalty, brand awareness, perceeality, and brand image to examine
the underlying dimensions of brand equity as welhaw they affect financial
performance of firms in the luxury hotel sectoreTksults indicated that in sequence of
degree of significance, perceived quality, branglty, and brand image were important
components of customer-based hotel brand equitgrevberceived quality was most
important and brand awareness was least signiffoamistablishing brand equity in
luxury hotels. The authors further indentified lidoyalty as having the strongest
influence on the hotel firms’ performance, wherkgsd image was found to have no
significant effect on financial performances ofdlst Similar to Kim and Kim’s (2005)
study on luxury hotels, in a study by Kayaman amash (2007) perceived quality, brand
loyalty, and brand associations were found to kectitre components of customer-based
brand equity for five-star hotels, where perceigedlity was found to be the most
influential factor on brand equity and brand awassnwas not a key dimension of hotel
brand equity. This result was consistent with tiuelg by Bailey and Ball (2006) who
stated that having a brand-name (brand awarenles® &as not a guarantee of success

within the hotel industry. This was further confethby the findings of So and King
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(2010) that brand awareness was not a significamirioutor to hotel brand equity. Kim
and Kim (2007) found that brand loyalty, perceiwgghlity, and brand associations were
significant antecedents of overall brand equitynad-priced hotels. In particular,
perceived quality was found to be the most impartiterminant of mid-scale hotel
brand equity followed by brand loyalty and thenrtat@amage, while brand awareness, a
seemingly important source of brand equity, dide»art a significant influence on
building brand equity of mid-priced hotels. Thissrarther validated and supported by
Sun and Ghiselli (2010) who found that perceivedlityawas the strongest predictor
when determining brand equity in the lodging indpsind suggested that the source of
generating value of brand equity was perceivediceiyuality. The authors further
proposed that preserved quality plays a centralfar building the four dimensions of
brand equity in the hotel industry. The result wimsilar to the one in the study on three
hotel categories (low, medium and high priced) &), Nlorth, Myburg and Hern (2009),
who reported that perceived quality was found ¢misicantly affect a hotel's
performance. In a similar vein, Zhou and Jiang (3&howed that perceived quality and
brand loyalty had a more positive effect on the@uers’ perceived value than brand
awareness/brand association (image) and furthéfigiged that perceived quality was a
direct determinant of revisit intentions in the gatleconomy hotel segment and brand
loyalty was an important dimension of brand eqaityongst the sample visitors. The
result was consistent with the value hotel chagby Baldauf, Cravens and Binder
(2003). In the research on mid-priced hotels by Klm-Sun, and Kim (2008) among

four brand equity dimensions, perceive quality iged the most powerful and dominant
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effect on customers’ perceived value followed bgriak loyalty, while brand awareness
and brand association (image) did not affect peeckevalue in the mid-scale hotel
industry and further were not direct influentiatt@rs on hotel revisit intentions. Insofar,
the AHP results were largely consistent with thevpus studies by awarding high
importance to perceived quality and brand loyatigt Eower importance to brand
awareness and brand image.

Comparing the AHP and the CA, the results haveatestnated some similarities
and differences in the obtained outcomes. Theldigiof the AHP and the CA was
assessed by measuring the administration timebgmagdking the respondents how they
evaluated each task with respect to difficulty alatity, enjoyment, and realism. Overall,
respondents rated the AHP survey more positivedn the CA survey. They felt that
AHP’s presentations were clearer, the survey wasdéficult and boring, and that the
format elicited more realistic answers. Interediinthe CA is not rated as being more
realistic despite the holistic approach of consiagall attributes simultaneously. The
results also show that the AHP significantly redutte survey length compared with the
CA since the AHP survey required less time to catgpthan the CA survey. This is
confirmed by the findings of Scholl et al. (200bat AHP showed a better applicability
than CA in terms of motivation and time.

To test for the predictive validity, this study cpaned the AHP and the CA in
terms of their ability to predict choices. Overd#tle individual and aggregate-level
analyses strongly suggest that for the current eoapiapplication, the predictive validity

of AHP and CA are almost equal. In terms of indixatlhit rates, the two approaches
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predicted about equally well on average. This figds consistent with many studies
(e.g., Mulye, 1998; Scholl et al., 2005; Meil3ned &ecker, 2009; Kallas et al., 2011;
lizerman et al., 2012) which showed that AHP andh@&e equal predictive validity.
AHP is equivalent to CA with respect to aggregdieice share predictions, while
Meil3ner and Decker (2009) found AHP even outperéai@A in choice share prediction.
The two measures are useful together because thagure very different properties of
preference elicitation methods. Hit rates depeimdamily on the reliability of individual
models, whereas choice share estimates, by aggrggaer individual estimates,
depend mainly on the degree to which the modelgigeeaunbiased predictions (Hagerty,
1986; Huber et al., 1993). Contrary to Hagerty @%hd Moore et al. (1998) who found
that there was a relatively weak relationship betwaggregate and individual-level
validation, in the current study still both AHP a@4 validated well at both levels. It is
gratifying that in the present study the resulesratatively invariant across the two
criteria.

In order to examine the impact of task order orrdties, this study rotated task
order by putting either AHP or CA first. Though revatistically significant at the 5%
level, there seems to be a tendency that CA i$ylikkebe more effective when it is
preceded by the AHP task that familiarizes respotsideith the attributes and their levels.
The same logic holds true for the AHP, such thigatls to slightly better results when it
is used after CA. These results imply knowledgthefmethods and familiarity with the
technique can play an important role in obtainietidr results as mentioned by Helm et

al. (2004b). As they suggested, it seems to berddgaous to explain the evaluation
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tasks to the respondents prior to the final expeninby some sort of warm-up exercise.
However, as Hollings et al. (1998) have advised viarm-up task should be not too
difficult and promote their motivation to particiga

A further analysis investigated the correlationnmn the inconsistency of the
respondents and the predictive power of a methothi$ case, a weak but significant
relationship was found indicating that increasinggistency improves the predictive
validity for both methods. However, with respecthe robustness towards different
consistency levels, AHP seems to be more robust@#ain that the latter is more
vulnerable to small reductions in the level of astency than the former. This is
supported by empirical studies (Helm et al., 2008)re notably, AHP appears to be
robust against judgment ‘errors’, such as incoasisanswers. These results are in line
with Scholz, Meibner, and Wagner (2006)’s findingsich demonstrated the superior
robustness of the AHP in comparison to CA in theeaaf fuzzy and ambiguous
preference judgments. In this perspective, AHP hease a slight edge in the case of
ambiguous statements.

The convergent validity was measured thorough $paas coefficient of rank
order correlation comparing the utilities of thddouts computed by the part-worths of
AHP and CA, and the part-worths as well as attaboiportance weights of AHP and CA.
The results of this study showed good holdout atritbate-level convergence between
the methods. This finding is consistent with thajeotures of Muyle (1998), Malvinas et
al. (2005), and Meil3ner and Decker (2009). Muly@s8@) found that AHP converged

better with CA ranking than with CA rating basedmradicting the holdout and attribute-
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level convergence. Malvinas et al. (2005) mentiotinedl CA produces relatively same
ranks as AHP. Meil3ner et al. (2009) found thatréseilting preference structure between
AHP and CA prove to be similar on the aggregatellev

The convergent validity of both methods is lessith@eems to be especially
when considering the attribute importance weightsther analyses showed that non-
convergent results of the two methods with resfmeattribute importance weights
estimated at the individual level as well as atabgregate level. This evidence of a lack
of convergent validity, which is concordance wiihdings reported by Helm et al. (2003,
2004a), Scholl et al. (2005); Meif3ner et al. (200@grman et al. (2008), van Til et al.
(2008), and ljzerman et al. (2012), is an imporfamting because a possible explanation
for the mixed results of previous research could felure to include a compensatory
process in the assumed evaluation model. For exampé explanation for previous
studies indicating a lack of convergent validityhat the assumed model was
compensatory; however, the actual evaluative psogsed by respondents may have
corresponded to non-compensatory simplifying héassvhere typically only a small
number of attributes are taken into considerati@ud, 2007). This problem is avoided
in the AHP approach based on hierarchical struaguihere the respondents have to
evaluate each relevant attribute even if the atteilis less important to them (Mulye,
1998). This could be considered as one of the ddgas of the AHP over the conjoint
approach.

It is important to note that the attributes onAleP and CA were listed in the

same order. However, one potential cause of thedaconvergent validity could be
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order bias if the potential effects of order arfedént in the two measurement methods.
For example, Johnson (1989) indicates that théivelanportance of attributes derived
from the part-worths is influenced by the ordewinich the attributes appear in the full
profiles. That is, if the same attribute appears for every respondent, it tends to
receive more attention than if it appears latehe®Dtesearchers have found evidence of
order bias across a variety of measurement methbdsrtunately the order within
profiles in this research was not randomized dutivegresearch because as Chrzan (1994)
points out, in some product/service category aatian of the order or attributes may
cause irritation among respondents. Thus, the ahafunfluence of the different effects
in order is not known in this study. A possibleitofor future research is to examine the
degree to which order of stimulus presentationcééf@HP and CA in different ways and
consequently, reduces the convergent validity efttto measurement methods.

As a further important result, the average diffeeem derived importance
weights between AHP and CA is significantly diffieteComparisons of differences in
attribute importance weights were found in the &sithy van Til et al. (2008) and
lizerman et al. (2008). These authors suggestiffatences in the attribute importance
weights between the methods can be attributedeteltbitation procedure itself rather
than to faults in judgment of the respondents. AHRIportance weights are more
distinctive than those of CA. Thus AHP seems tacwe the well-known problem of
“flat” attribute importance weights that have béesguently reported in the literature on

CA (see, e.g., Orme, Alpet, and Christensen, 1997).
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Another important issue in the present study isefffiect of the data collection
method. This study compared the internal and tediptive validity of AHP and CA
across two data collection modes, e.g., paper-b@sestionnaire, and web-based survey.
Regarding internal validity, both AHP and CA leadccbmparable good results and show
very high values for both survey modes. For AHRédlee no known comparable studies
of alternative data collection methods. Thus, #wilts obtained by AHP cannot be
directly compared with previous research. Nones®lAHP compared with CA at least
seems to be very robust with respect to the carsigtbetween the two data collection
modes. As the present study and other empiricdlestiwdemonstrated, this can be
attributed to the fact that AHP is easier to answesuires less time, and the questions
are clearer, thus it demands less cognitive efforh respondents. Consequently, the
respondents may have been more confident and masgstent in the evaluation task. In
the case of CA, the data gathered via the offlie¢hod leads to a higher internal validity.
This finding supports that of Melles, Laumann, &fadling (2000) and contradicts that of
Klein et al. (2010). One reason for this findingilcbbe that Interviewer-led
administration of the survey may improve the qyalitdata because the interviewer can
recognize that more explanation is needed, can fatlyeexplain the task, and can
answer questions (without leading the respond@ht)s, the presence of an interviewer
may influence the data positively.

Regarding predictive validity, the two data colientmethods can produce
different results. Although the predictive validiiy AHP and CA is definitely satisfying

for both survey methods, the offline method waggdislightly superior to the online
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method on the basis of predictive validity. In ca6€A, this finding contradicts the
findings of Klein, Nihalani, and Krishnan (2010xathhe validity of the data of the
online-conjoint analysis is slightly higher. Onespitle reason for the discrepancy
between this result and those with Klein et al1(20s differences in task complexity
These latter authors used nine stimuli describetivorattributes with three levels and
two attributes with two levels, whereas this studgd 16 stimuli described on three
attributes with four and one attribute with threedls, which can be classified as being
relatively complex. Thus, the ranking task was nmammeplex, increasing the need for
simplifying heuristics. Payne (1976) as well adiBgs and Marcus (1983) suggest that a
relatively large number of options induces a dindfin compensatory to non-
compensatory processing with the goal of redudiegiumber of relevant alternatives as
quickly as possible. Some authors also report mmseeof non-compensatory strategies
when the number of attributes increases (BiggsaBkdsaber, and Linsmeier, 1985;
Sundstréom, 1987). Such situations again are reféoras information overload (Verins,
1998), thereby reducing the predictive validitytleé sample. As Netzer and Srinivasan
(2011) point out, reducing respondents’ cognitivad is particularly important for web-
based environments, where respondents’ patiends terbe low (Deutskens et al., 2004).
Information overload could otherwise have impaipeedictive validity (Green and
Srinivasan, 1990; Lines and Denstadli, 2004).

Another reason for the inconsistent results in seofrthe validity of different data
collection methods is caused by the misunderstgnafithe evaluation task (Helm et al.,

2004b). According to Helm et al. (2004b), the knedge of the preference measurement
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methods influences the validity of the results fpesiy. Contrary to the online survey
without the help with an interviewer, in the papeised survey, the questionnaire was
done with the help of an interviewer sitting bedide interviewees and thus they had the
chance to ask an interviewer in case of any questibereby making them better able to
understand the preference measurement methodss lcaise, again the interviewer could
possibly affect the results in a positive way. Tikisonfirmed by the empirical studies of
Tscheulin (1991, 1992) and Helm et al. (2004b) bwah AHP and CA get favorable
results when only those respondents were considenerh understood the evaluation
tasks. The results suggest that respondent traamdgxperience can improve the quality
of results. So it is important to include some sérvarm-up task (e.g., an initial presort
of the cards in the case of CA) prior to a prefeeemeasurement method as also
recommended by Helm et al. (2004b). This can beesael by allowing respondents to
study how methods work and how selections betwheite sets should be conducted. In
the case of AHP, it should be noted that the adflimethod generates more valid results
concerning predictive validity, although no sigo#nt difference was found regarding
internal validity between the offline and online\sey. This might be caused by
inconsistent response behavior of the respondehisse answering behavior for earlier
guestions is not the same as their choice dec{gilain et al., 2010). Such a change in
the answering behavior is supported by empiriaadiss (Riley et al., 1997) and has been
confirmed within this study.

Despite the observed incongruence some interegétigrns were observed at the

aggregate level. For both AHP and CA, aggregaté&ehghare predictions are very
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consistent across the data collection modes. Ha¢E986) suggested one possible
explanation for his results: that for individual« predictions noise in part-worth
estimates is quite important, whereas for aggrelgats predictions the noise tends to
cancel itself out across respondents. From thispeetive, in the present study individual
differences seem to balance out in the aggregatdaihm data collection methods lead to
comparable aggregate results.
Summary and Conclusions

Conjoint analysis is widely recognized as a usefatketing research tool which
can provide invaluable information for product dgsimarket segmentation, pricing
decisions, and completive positioning (Kim et 2004; Orme, 2010). It can also measure
brand equity, which is an especially critical iséoilemany managers (Orme, 2010).
Conjoint analysis quickly became the most broadlgduand powerful survey based
technique for measuring and predicting consumedepace. The AHP is a relatively
new technique and has been overlooked by mostrodeaa in marketing so far (Mulye,
1998; Meil3ner and Decker, 2009). There has beer sbhresearch in the field of
hospitality marketing. An influential case studysnyaublished by Wind et al. (1989)
regarding a successful application of conjoint gsialto help Marriot design its new
Courtyard hotels. Their sophisticated study conted important guidelines and
examples for using CA in market segmentation, pcoduprovement, and service
positioning. Nonetheless, relative to the amountegarch in hospitality industry every
year CA research is still very spare since it rezgia considerable amount of time and

money. Cost considerations often make a CA stugbyawtical.
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One of the primary limitations of CA is the numioérattributes that can be
handled. For example, increasing the number abates and attribute levels may raise
the number of stimuli, respondents are asked tluateg which may result in task
overload. Because respondents are limited withegp their willingness and capacity
to process information, it is important to takeoiatcount the complexity of the stimuli.
Again, if information processing capacity and wiiness limits are ignored, respondents
may engage in undesired task simplification stiaseguch as ignoring the less important
attributes or levels to reduce their informatioadpmaking the part-worth less reliable.
Indeed, CA studies involving many attributes artdlaite levels often occur in practice
(Francois and MacLachlan, 1997). Because suchestwdin cause respondent fatigue and
lack of cooperation it is important to design daddection tasks that reduce those
problems.

The AHP has been found to offer promising feattwesvercome some of the
shortcomings of CA in measuring consumer preferenegarding hotel branding. As the
AHP evaluation task is based on direct paired coispas of individual attributes and
levels it is possible to add more attributes eawhiny a larger number of levels. The
AHP approach implements an extremely easy evalusdisk for respondents because
pair-wise comparisons are easy to make, discustgfyjuand agree on (Dyer and Forman,
1992). AHP should be the preferred method if thmmgexity of the evaluation task is
high or the respondents’ motivation is low. Theutssshow the AHP offers great
advantage over the CA in terms of reducing inteniene and fatigue. AHP requires less

time to complete the questionnaires. This is arontgmt finding respondents may
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become less fatigued by an AHP questionnaire agditiee efforts are reduced. The
AHP promises to be a suitable tool in a situatidrere respondent willingness to
participate in a study, interview time, and respantdatigue are major considerations.
Given this result, future applications of CA for asering customers’ preference
structures seem to be at least questionable beoétise practical advantages of AHP.

Both methods ask for a certain level of consistandihe respondents’ answers.
AHP seems to be more robust than CA in the casebiguous and fuzzy statements,
whereas the latter task is very vulnerable to jueilgiferrors’, such as inconsistent
answers. The robustness of the AHP constitutegtlaeiuimportant result of this
empirical analysis.

A detailed analysis reveals that AHP is equivater@A with respect to predictive
accuracy. This is very surprising news since thprig of today’s market research firms
use CA to perform market segmentation and markatesbredictions (Meif3ner and
Decker, 2009). Despite the similar outcomes ofH® and CA in this study, the models
generate totally different results in particularemtconsidering the importance of
attributes, e.g. there is almost no convergentitgliThus, an important result is that
although the methods result in different preferestoectures, their predictive validity is
very similar.

Regarding the choice of a data collection methoel study results show that for
both AHP and CA data gathered through paper-baseés with the help of an
interviewer lead to a slightly higher internal ety (with AHP being a minor exception:

equal internal validity) as well as predictive ditly. Therefore, this study confirmed and

147



supported the assumption (e.g. Klein et al., 2018 the presence of an interviewer
influences the data positively, particularly whae tomplexity of the task is high. This
implies that it seems to be advantageous to exptaime relevant methodical aspects of
AHP and CA respectively to the respondents prigh&formal judgment task. It can be
further assumed that especially in the case oinap@rsonal interview setting (e.g., an
online survey without the help of an interviewagme type of warm-up task (e.g., a
warm-up card sort or attribute importance taskdmio starting the evaluation should
have a positive effect as also suggested by Helth €004b).

In summary, since the main objectives of AHP andf@zus not on prescribing
how a consumer should make a decision but on gneditheir choice by analyzing the
trend in their preferences (Mulye, 1998), both rndthseem to be applicable when
targeting at predicting choice as well as solvingtiattribute design problems. Rather,
AHP seems to be a promising alternative to CA imynzases where the task is usually
boring, complex, and frustrating for even the nmroghly motivated respondents. The
resulting cost of running the AHP is advantagedine two methods did produce
somewhat different patterns of attribute importanbether the differences in attribute
values observed here are meaningful enough to mtaira additional time and effort
remains unclear and will require additional reskailde choice of a data collection
method for both AHP and CA is still a practical ombere are no big differences in the
validity between offline and online data collectimethods, e.g., altogether the data
quality of both surveys is very satisfactory. Ratlhean be shown that the validity of the

data collected via the offline method is only stiglhigher.
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Managerial Implications

Consumer brand preferences are influenced by agband equity. Hotel brand
management can be successful if management canstariand manage brand equity
correctly. This success can produce strong atggbtitat can influence how consumers
make their brand preferential choices. This stuaty$ed on the importance of these
brand equity on consumer brand preferences. Thag;urrent study examined the brand
equity dimensions (attributes) and their sub-dinmrs(attribute levels) that customers
perceived to be important in hotel branding usimgAHP and the CA.

The findings from the AHP and the CA in this stwdll allow hotel management
to identify and prioritize hotel brand equity conmgnts requiring attention and to act to
ensure improvements in overall brand equity. Wheretbping marketing and brand
strategies, hotel management should be aware afnfh@rtance customers place on each
of the primary components and on each of the smpoments. This approach can help
brand managers allocate their resources basecearlttive importance of the hotel
brand equity attributes of their particular targegments. However, the different
priorities of attribute importance weights (attiibyreferences) obtained from the two
methods could lead to very different allocationsnairketing effort. The AHP results
could lead to substantial effort on improving péred quality and brand loyalty and
little attention to brand awareness and brand imbnyersely, the CA results could lead
to emphasis on brand awareness and brand imagéefmrphasis on perceived quality
and brand loyalty. Since the AHP and the CA hawekpgredictive validity but yielded

totally different results, a natural follow-up qgties is: Which method should be used?
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In the current application to the hotel brandintjisg the AHP might generate
more valid results than the CA with respect toithportance of attributes. Because the
AHP results were nearly identical with previousdstuesults by awarding high
importance to perceived quality, the initial vetdi@ased on the previous study results
would favor the AHP. A second conclusion was basedxternal validity, that is, the
example of InterContinental Hotels Group (IHG)'didiay Inn brand family, comprising
Holiday Inn, Holiday Inn Express, Holiday Inn Cliacations and Holiday Inn Resort.
The company conducted a survey that included 18;888umers to find out what guests
were looking for in their hotel stay, and used thfisdings in order to address the
changes that needed to be made to the brand, and#gan a re-branding process that
completed in 2011. Top priorities included déceryvge and overall quality changes. To
meet the required service and quality levels thepamny created a new service
promise/culture called "Stay Real." The “Stay Reatitative trains the Holiday Inn staff
to make sure they provide a good service to thestaners. In other words, all
employees had to be retrained in being personaloleessponding to guests' issues- to
further ensure staff develops the behaviors arlts skibest serve guests by treating them
as real people and consistently delivering the geaiuine service for which Holiday Inn
is known (InterContinental Hotels Group, 2007). Toepany suggested that improving
perceived quality is one of their top prioritieace a differentiated lodging experience
cannot be delivered through imagery and productea{interContinental Hotels Group,

2007). The Holiday Inn case reaffirms the imporeaatperceived quality and adds
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support to the argument that perceived qualiteigtmral to building hotel brand equity. In
this perspective, the AHP hotel branding resultghinseem closer to marketplace reality.

Consequently, as Bailey and Ball (2006) also statedeloping positive
perceptions of quality are vital parts of hotelf@tananagement. Based on the AHP
results, brand managers may allocate their maidketisources to properly handle each of
the dimensions of brand equity in order to buiktrang brand or brand equity and, as
such, the focus should be on (1) enhancing perdejuality, (2) strengthening brand
loyalty, (3) improving brand image and (4) creatbrgnd awareness.
Enhancing Perceived Quality

Since perceived quality was identified as havirgggtiongest influence on hotel
brand equity, it is evident that hotel practiticheeed to pay special attention to the
perceived quality component of hotel brand eqdihese results imply that the hotel may
increase its competitive advantages over othesubgtantially improving the service
performance in order of importance with respedtljaeliable, (2) courteous, (3) prompt,
and (4) error-free service.

As the perceived quality received is based on costs’ expectations, hotel firms
are required to provide quality services to mestammers’ expectations (Yoo et al., 2000).
As the study results indicated, of the four sub-ponents of hotel service quality,
reliability was the most important factor of pere service quality, and in the
hospitality industry, this factor refers to sindgreolving guests’ problems and
complaints in a fair manner (Markovic and Rasp0d,®. This finding was consistent

with the previous findings by Berry, Parasuramand Zeithaml (1994) and Markovic
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and Raspor (2010) research conducted in hotehgsttilhe research suggested that
reliability was the core of quality service. Sonfdhe biggest issues with customers
trusting a brand are related to the way in whi@htibtel employees deal with problems
and complaints. Problem-solving and handling comgdacan negatively influence the
customer’s hotel experience, thus resulting in e@eed trust in the brand and negative
brand associations (Mackay et al., 2013). Whentgues/e specific problems with a
hotel, such as an unclean room, poor temperatumeatpinaccuracy of hotel
reservations, stay inconveniences, or billing esrtreir problems and complaints should
be resolved in a proper, timely and professionaimea Otherwise, customers lose
confidence in the hotel's ability to do what it mises dependably and accurately. In fact,
Simmerman (1992) stressed that proper complairdlimgnwould retain or even build
customer loyalty since such handling can refleetréliability of hotel services.
Friendliness from the staff and sincere apologesa compensate for unreliable service
(Berry et al., 1994). Although most customers apipte an apology, the apology does
not erase the memory of that service (Berry etl@R4). If a pattern of service failure
develops, customers conclude the hotel firm cabeatounted on, friendly and
apologetic or not (Berry et al., 1994).

Since reliability (handling complaints of customesppears to be a key driver for
evaluating a service in this study, particularrgiten should be paid to the training of
service providers’ problem solving skills. A traigi program should focus on teaching
how to properly treat upset and frustrated custeraad how to quickly react to various

service failure situations. Some hotel traininggpams use videotaped scenarios of
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service failures to show employees potential prokland the appropriate solutions
(Reid and Bojanic, 2009). More importantly, hotel@oyees should be trained to know
their guests’ needs before they ask, so that thed fions can anticipate and avoid
possible service failures. Of course, hotel comgmpannot prevent all customer
complaints, and thus it is critical for a hotel @ngzation to possess a well-managed, good
recovery and complaint system in order to providality service (Johnston, 2004). Hotel
managers should develop service recovery strategiglans such as specific monetary
compensation guidelines and need to train theid@yeps to use them and to offer
proper level of compensations (such as price digtsp@ree meals, free one night stay,
refunds, coupons, or room upgrades) dependingftereht levels of complaints and
situations of the customers (Kim et al., 2009). éxding to Reid and Bojanic (2009), the
Ritz-Carlton allows its employees to spend up t@8Q to take care of dissatisfied
customers.

The participants further indicated that a courtestaff was the second important
factor in evaluating quality services during thaistomers’ hotel stay. In this study,
courtesy involved politeness and friendliness eflibtel staff and other contact
personnel, as well as, well-dressed, clean, nebpeofessional staff appearance. Since
the hotel service requires frequent interactiomwiistomers, courteousness of the
contact personnel is an important service quatitijcator. Since hotel customer
perceptions are mainly influenced by the employbelsavior and attitudes, employee
selection and training is one of the critical isstor offering good service and building a

strong brand (Sun and Ghiselli, 2010). In particitant desk agents have an important
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impact on consumers’ experiences of services agid plerformance affects customers’
perceptions and they are the ones who most infeieastomers’ evaluation of a hotel’s
service (Li and Krit, 2012). It is important to set those employees carefully and train
them well.

In the following, it is important for hotels to gEnd to customers' requests, be
error-free (the knowledge of staff to answer guestswvell as their ability to convey trust
and confidence) and in a prompt manner (servickawitdelay). Since providing error-
free or accurate information can enhance brand tklen and Tabassum, 2010), hotel
employees must be competent and must possesgthieereskills and knowledge. Hotel
employees need to pay special attention the hdgalikties (e.g. business center,
swimming pools, gift shops, banquet rooms, confegenom, and any recreational
facilities) making sure that if a guest asks alibathotel’'s products or services, they can
introduce them accurately. In particular, frontldagents should be familiar with the
hotel’s information booklet and tour guide infornoat (e.g. local tourist spots and
historic sites), menus placed in rooms or restasyamd availability of complimentary
items. Hotel managers, in turn, have a crucial imkensuring that knowledge and
training are in place to enable front desk stafietiver the services brand values to all
the hotel’'s customers. Furthermore, hotel stafuhoeact and deal with guests’ requests
promptly in order to satisfy their different nedtisand Krit, 2012). Hotel firms should
guarantee prompt services by assigning more emgdogering rush hour periods. For
example, part-time employees can be used on amlbhasis during an unusually busy

day.
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In order to monitor service experience in the eyfabe customer, hotel managers
may need to consider the use of mystery shoppéhstiaé purpose of identifying
elements of service experience that require manageattention for improvement. So
and King (2010) also suggest that hotel firms maysaer introducing employee
programs to allow service providers to experiemeehotel services as a guest and to see
how their work behavior influences customer experge Customer comment cards,
including questions about the knowledge and confideof the staff, courtesy and
friendliness of the staff, the timelines of thevses, and the neat staff appearance, can be
also used to encourage customers to discuss prshlenthey had with the service.

In order to gain a strong completive advantage,suggested that a hotel firm
differentiate its service delivery process throitglpeople with respect to reliability
(solving guests’ problems and complaints), courtasy friendliness/neat staff
appearance (empathy/tangibles), promptness (resspoess) and error-free (assurance)
and should select its employees carefully and treem well. More attention should be
paid to the training programs and education fonthe cultivate their abilities to solve
customers’ problems efficiently and effectivelyl Amployees need to be courteous,
friendly, and respectful and maintain a neat, cleaeh well-groomed appearance. They
must service customers with consistency and acguaad make an effort to understand
their customers and respond quickly to customeuests and problems.

Not only personal differentiation but also servitifferentiation can play an
integral role in building a strong brand. In fawbtel companies provide many services

but most of these become routine and are indisishgidle from competitors. A hotel
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company must differentiate its service offeringsrirthose of competitors (Kotler et al.,
2006). For example, Sheraton, Shangri la, and dibiis provide an in-room check-in
service. Seoul’s Hotel Shilla offers 24-hour rooenvice to international business
travelers. Marriott is setting up hotel rooms faghitech travelers who need
accommodations that will support computers, faxmras, and email. Perceived quality
can be enhanced and supported by creating memaadblenjoyable customer
experiences. According to Kotler et al. (2006), #h&M hotel and Casino in Las Vegas
is trying to create memorable and differentiatingtomer experiences by using wake-up
calls with recorded voices of celebrities who hpegormed there. This provides a
differentiating extra to an otherwise routine seeviThese examples illustrate how hotel
companies can differentiate themselves on serBieechmarking is another way of
enhancing perceived service quality by identifyamgl correcting important weaknesses
compared to the competitors, ultimately to enhdratel brand equity.

In today’s completive hotel industry, the hotels\aval depends greatly on its
ability to provide superior service which generaesrong brand. All aspects of service
quality, including service efficiency, understantiafy helpfulness, politeness and
friendliness, and appearance should be maintaineéad@nsistently reviewed to see
whether any improvements are required (Chu and,@080). Hotel practitioners should
devote more resources to staff training. Furtheembotel practitioners should ensure
that all employees are required to become invoimesbtting quality standards, and all
employees should realize that maintaining servigity is part of their jobs (LeBlanc

and Nguyen, 1996). Hotel managers should monitargdeed service quality of the hotel
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on a regular basis to enhance employee’s serviltg, sind increase the overall level of
service and through training make the standardeggiLi and Krit, 2012). These efforts
can contribute to managing, building, and ultimasttengthening hotel brand equity.
Strengthening Brand Loyalty

The second most important dimension for strengtigehotel brand equity is
brand loyalty. Previous studies (e.g. Atilgan, Aksmd Akinci, 2005) found brand
loyalty to have the strongest and the most inflia¢effect on brand equity. For example,
in Turkey's beverage industry, only brand loyalgswelevant to building overall brand
equity and the results from this study providedHer evidence of this in the hotel
industry. Brand loyalty has several important sigat benefits to the hospitality firms,
such as gaining high market share and new custoswgrporting brand extensions,
reducing marketing costs, and strengthening brartldet competitive threats (Atilgan,
Aksoy and Akinci, 2005). Managers should conceattheir efforts primarily on brand
loyalty which, if increased, will contribute posiily to their hotel firm’s brand equity.

The results of this study indicated that particisaated past experience (such as
satisfaction) as being the most important factah&r overall hotel experience, which
suggest customer experience has a major impaataowl boyalty. This finding coincides
with a recent survey conducted by the Deloitte y{2613) which found that customer
experience had more of an impact on their decigiarvisit than hotel loyalty programs
to encourage and reward frequent guests. Only fa%oee who responded to the survey
said that a loyalty program was very important whleaosing a hotel brand. These

results imply that hotel loyalty programs were aggriority to build customer loyalty,
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although issuing hotel reward cards has been arrt@gbfor building loyalty in the hotel
industry for more than a decade and also providigatte information for the marketing
department of hotels. Rather, improving customasfsation was a top priority of all
mangers working in the hotel industry and requiitdoyalty. This result was consistent
with others (e.g., Reichheld and Aspinall, 1993pwiave indicated that 90 percent of
customers who change service providers were satigfith their previous service
provider. In other words, depending on hotel rewamajrams such as, free rooms or
upgrades, coupons or any price discounts and dpediae rates to build customer
loyalty may have worked in the past, but today'senaformed and sophisticated
customers are more influenced by their experiesuel as satisfaction with the service
and products (or amenities) that a hotel provid@iesouild a brand loyalty, hotel firms
must meet or exceed customer expectations on astemsbasis in order to satisfy them
(Reid and Bojanic, 2009). Customers who are satisfiith their hotel stay are more
likely to become repeat customers, and to spreaatdhle word-of-mouth publicity
(Fornell, 1992). Hotel practitioners should paya@gakattention to and make every effort
to improve customer satisfaction in order to reiogotheir behavior and increase the
possibility of a return visit. This means that hetghould focus on attracting and
retaining loyal guests by improving guest expergsn@ther than simply issuing hotel
reward cards to encourage guests to return. Fatgtereturn and to differentiate
among hotels, a hotel should establish consistgality and also add amenities that add

value to a hotel stay. For example, customers mesfyand better to comfortable
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mattresses and extra fancy linens, variety andtgualsports and recreational facilities
or room’s décor than they will to a free basic kfaat buffet.

Since brand loyalty is built through experiencehsas customer satisfaction, the
more positive hotel experiences the consumer histie brand, the more loyal he or
she is likely to become. As a result, investmemtsatisfaction programs through guest
feedback surveys and in the design of relationsbipmunication strategies that aid in
creating and informing consumers about the resperagtitudes and behaviors of the
brands are ways of building brand loyalty. For egleanmany hotel firms utilize
customer feedback cards or customer satisfactioregsi to obtain information on
customer perceptions of the quality of hotel, legdi invaluable information on how to
improve existing strategies. Furthermore, hotel agans can use communication
methods such as social media to keep their brdatiareship with customers so that they
can obtain feedback. Consequently, it is more it@pdrfor hotel companies to manage
the hotel customer experience, not only by listgnancustomer feedback from all
communication methods, but also by analyzing casatérns to extract valuable business
insights and using those insights to improve thetamer experience with their hotels. By
improving the guest experience, hotel firms shdeép in touch with customers and
provide satisfaction and reinforcement to currerat existing customers (Tepeci, 1999).
More importantly, since guests feel a certain degifebrand loyalty especially after their
first visit, treating them like loyal guests frofmetvery beginning can be beneficial
(Hochgraefe et al., 2012). If a first-time guestawarded with a pleasant experience, the

foundation for repeat patronage can be successstgblished (Reid and Bojanic, 2009).
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This study’s results suggest that to build custoloyalty top management should
improve hotel mangers’ understanding of customesfaation which is built over time
from experience with service and product. This usid@ding of customer satisfaction
and acting on what customers' desire and needardrhute to repeat business and
positive word-of-mouth advertisements (Tepeci, 1989entually leading to increased
sales and profits. All of this combined help nuethotel brand equity. For hotels to
survive and prosper in today’s highly competitivaet industry with numerous brands,
repeat business is critical. However, hotel priactdrs should bear in mind that building
brand loyalty could be a difficult job because eeempletely satisfied customer may not
lead to repeat business for a variety of reasoow/i@and Buttle, 2004; Ukpebor and
Ipogah, 2008). One possible reason could be retthie fact that consumers give more
attention to other factors such as the lowest @i@lable or best rewards offered at that
time, or simply liking to stay at different hotelden they are making their hotel choices
(Bowie and Buttle, 2004). It may be a wise stratEgyhotel marketers to identify those
who are heavy users of hotel accommodation, whicajlp account for a large amount
of total sales volume, and establish a long tetatiomship with the those patrons who
are likely to become loyal customers by continuéll§illing their needs and wants via
relationship marketing (retention marketing).

Improving Brand Image

The study results showed that brand image wasttedore component of hotel

brand equity although the importance of brand image smaller than perceived quality

and brand loyalty. The implications this has orehatanagers are that they must
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maintain or strengthen their effort upon the bramdge attributes such as (1) good value
for money, (2) cleanliness, (3) feel like home (6ort), and (4) elegant atmosphere,
depending on their segmentation targets.

The results of this study imply that price can bBedias one of the most important
differentiators for enhancing hotel image to paosita brand as a good value for the
money. This findings support Zhou and Jiang’s (3@tjument that perceived value
(such as value for money) is one of the criticalcess factors for hotels since in hotels
customers perceive a relationship between pricegaadty in terms of brand images. In
the hotel industry, the link between price and fuah different product classes is strong
(Bowie and Buttle, 2004). Consumers looking to Bmpered in a luxurious environment
expect to pay higher prices including prestigegsidn this case, hotels seeking to
position themselves as luxurious and elegant wiklethe market with a high price, high
quality, and exclusive image that will support th@sition (Bowie and Buttle, 2004). On
the other hand, consumers looking for basic pradexpect to pay lower prices; in this
case, the positioning focus might be a standartity@ a lower price, implying better
value for money in the economy product class (Bamée Buttle, 2004). However, it is
important to note that the perceived image of &lhmimpany may not necessarily reflect
the true or real state of the product or servideretl (Bowie and Buttle, 2004).

Keller (1993, p. 3) describes brand image as “p#rors about a brand as
reflected by the brand associations held in consumeenory.” This perception
influencing image may differ from the actual attriés. This could be a result of the

customer’s individual encounter and possibly thpanot of differences in perception,
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misrepresentation or recognition (Ukpebor and Ipog&08). For example, mid-market
hotels with falling standards but still maintainiagnedium pricing strategy do not
represent good value for money, or old establisteadls which are no longer as
luxurious as they used to be, and whose faciliteetonger match the price charged,
theses hotels will eventually either have to regtwe their facilities or reduce their prices
(Bowie and Buttle, 2004); otherwise, it will damdugtels’ brand image related to
perceived value. As customers recognize the pdaeviar money, the image of the
business will rightly suffer. Hotel marketers stoblibep in mind that prices must
accurately reflect the property’s desired positioa consistent across the range of
products offered, and match the target market'®edgion of quality and value (Bowie
and Buttle, 2004). The hotel company should adapbee appropriately balanced
strategy. In other words, hotel revenue managers ttabe meticulous about setting
prices and take into consideration perceived vaidukeir hotel survey (Zhou and Jiang,
2011) so as to create and hold a positive imageparaeption in the mind of customers.
The difference between adjacent product classgsddour-star hotel and a three star
hotel) can be virtually indistinguishable (BowiedaButtle, 2004). This can lead to
customer confusion, as the relative value for mdmtyween competing offers is not
transparent (Bowie and Buttle, 2004). More researahanalysis should determine what
consumers can afford to pay and what they arengilio pay.

Second, it is not surprising to find that the effeicatmosphere, which is most
significantly affected by cleanliness, followed fegl like home (comfort) and finally

elegance of the hotel, on the guest’s perceiveg@masignificant. This is due to how

162



critical atmosphere is to image building. Sinceanlsness and comfort are paramount to
creating a positive brand image in the hotel ingusiotel practitioners should
concentrate on these aspects from their custoparg’ of views. Given that those image
attributes are abstract, it is important to knowhtel marketers can position their
intangible products positively in the minds of @mers. One way of doing this is to
tangibilize the intangible, in other words, to pe/tangible evidence that reinforces the
position the hotel company is aiming to attain (Boand Buttle, 2004). In particular,
cleanliness of the room and lobby is the first ghjuests see. Since the first impression is
crucial, hoteliers must acknowledge the concerhefcustomers for cleanliness and
allocate resources adequately to the housekeepeag lais highly suggested that hotel
firms should employ a mystery auditor to evaluaie ltlosely cleaning standards are
being followed to ensure that the unit is maintagna continuously high level of
cleanliness and hygiene. In this way, hotel cleess will prevent the likelihood of a
shock to the hotel’s image (such as a boycott, theggevord-of-mouth or bad reviews).
The study results also suggest that hotels shae $0 make their hotel room
feel comfortable and familiar to home, not a tenappiplace to reside. This sends a
meaningful message to hoteliers, in that resowshesld be directed to improving and
maintaining the quality of rooms, including roonsim/décor, quality and comfort of a
bed/bed linen/pillows, quality and sufficiency ofttires, and lighting and temperature
control. For instance, in order to reflect a clemmfortable image and a contemporary
look and feel, Holiday Inn redesigned the buildinggriors (e.g. refreshed guest room,

including comfortable beds and efficient bathro@sasvell as upgraded lobby areas) and
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exteriors (e.g. exterior hotel lighting and langsng). The friendliness of the staff can
also make the guest feel at home. A good staff @xxagild help the hotel to shape the
brand image since the hotel staff has direct ictera with customers. In order for guests
to perceive a hotel as a home, full of warmth, amtréind human kindness, hotel staff
should cultivate an environment in which gueststagated as family, not just as the
objects of service (Li and Krit, 2012). Simple pedares like using the name of the
guests and taking note of preferences such ascargriist are important. Many hotels
have tried to do their part to make rooms seem nikedhome to differentiate themselves
from competitors. For example, the Residence Inarridtt's extended-stay brand, has a
complimentary grocery-shopping service to makeginests stay more convenient and
feel like home.

Even when competing offers look the same, hoteiotniers may perceive a
difference based on company or brand image (Ketlat., 2006) and hotel companies
need to work to establish images that differentiaéen from competitors. According to
Kotler et al. (2006), atmosphere is appreciateduih senses such as vision, hearing,
smell, taste and touch, so one of the strategasctn be used by the hotel marketers is
using sensory marketing (branding), as many hotekfuse custom-made “signature
scents” in their lobbies to create unique assamiafimage. For example, Omni Hotels
infuses its lobbies with a lemongrass and greesdeat with a feeling of cleanliness,
relaxing guests and creating an elegant environnstatwood's Westin brand uses a
white tea fragrance in all its lobbies worldwideetqoress the lifestyle feeling of the

brand, emphasizing to the image of the brand. Otfternational hotel chains such as the
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Sheraton, Sofitel, InterContinental and Mandarire@al are all using carefully selected
fragrance as well as customized music to creat@w@ibus feel and perfect first
impression with their guests. These are good exasrgfl how the hotel firms’ sensory
marketing, such as customized music and scenttegleccan be used to engage guests
in a complete sensory experience and to establisstiactive and unique image, and
ultimately to differentiate itself in the marketpta

Brand image can be strengthened by advertisingpemmdotional activities.
Advertising and promotions should be used to craatkreinforce an image for the target
public (Reid and Bojanic, 2009). To establish araintain a specific image in the mind
of the consumer, Hampton Inns advertising campaigphasizes high-quality
accommodations, friendly and efficient service, aleén, comfortable surroundings.
Many hotels in the Hyatt’s product class were wogkon differentiating their image,
specifically through attractive physical featurastsas spacious atrium-style lobbies
(Bowie and Buttle, 2004). This product differentiatvas consistently used in Hyatt’s
promotional campaigns, and succeeded in positiodyegt, in the minds of consumers
as a more exotic, grand, majestic and distinctivage than its competitors (Bowie and
Buttle, 2004). Hotel companies may need to chahge image through their logos or
symbols without changing their name (Kotler et 2006). Advertising and promotional
campaigns should also carry these logos or syndifastively to provide a differentiated
and familiar image to a hotel (Kim and Kim, 20089r instance, all Holiday Inn hotels
changed its logo and brand signage to enhanceuiterner’s impression of the hotel’'s

brand image and match the company’s leading edggento further create a new, clean
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and more contemporary brand image. The new logergH,” was created to fit the
chain’s consumer image, evolving the iconic sdogb, energizing the signature color
green and eliminating the current shield shape.

To create a successful and differentiated brangéaad in turn, brand equity,
hotel marketers should communicate, position affdréntiate their brand on all four
elements of brand image in this study identifienl efhance the customer’s perception of
the hotel’s brand image and to build a lastingjtp@simage, a hotel company should
convey a singular or distinctive message that comaates the product’s major benefits
and positioning using advertising and promotioradivities. Also, it is important to
continuously use advertising and promotions throwayiious communication channels in
a strategic way to improve the hotel’s brand imagdmee multiple communication
channels are especially important as brand imagwehas brand association.

Consequently, hotels should engage in more comratioicwith customers in
order to enhance the customer’s impression of ¢iel’s brand image and should build
up long-term relationships with customers, focuseran the differentiation strategy of a
hotel’s image, to distinguish it from other hotels.

Creating Brand Awareness

Among the four dimensions that were identifiedhrs tstudy, brand awareness
seems to be the least influential dimension whenrtes to consumer’s perception of
brand in the hotel industry, as such, it appealseta noncritical dimension of hotel brand
equity. Nonetheless, brand awareness plays a trot@an marketing communication

efforts of a hotel firm for all promotion strategibecause the brand is not likely to be

166



considered or purchased, unless they are awaté¢Rdter and Olson, 2001). In other
words, the higher level of awareness of a brarentbre likelihood there is of this brand
being considered when customers purchase (Hoy8@; Medungadi, 1990). The level of
brand equity is determined by the level of brandw@mess which plays an important role
in brand equity.

The study findings indicated that to create brandraness, brand familiarity was
the most important factor for selecting a hotehldravhich could be supported by Park
and Lessing’s (1981) argument where brand famiijidras been as an important factor in
consumer decision-making. This factor was followgdop-of-mind awareness, brand
popularity and finally advertising. These resutigly that customers rarely select a hotel
brand as a simple reaction to the stimulus of dtbreg; they select the brand because it
is familiar. In other words, customers are mucheriikely to think of or recall hotel
brands that they have used before. For this regsmular hotel brands with higher
market shares have a distinctive advantage (Pete©&on, 2001). Because they are
used by more consumers, these brands are mong titkbe activated in evoked sets and
included in more consumers’ consideration sets @layd Brown, 1990). In contrast,
unfamiliar and low market shared hotel brands aeedisadvantage because they are
much less likely to be included in consumers’ ewbkets and thereby be considered as
choice alternatives (Peter and Olson, 2001). Asthey results also indicate, hotel
brands with heavy top-of-mind awareness are maedylito be included in the evoked set
of choice alternatives that come to mind duringslen making processes. To be

successful in the hotel business, a brand mustdedhe consideration sets of at least
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some consumers because the brand is not likelg ttmbsidered or purchased, unless
consumers are able to recall the brand name (Bete®lson, 2001).

Hotel marketers should develop strategies to irsar¢lae likelihood that a brand
will be activated from consumers’ memories andudeld in their evoked sets of choice
alternatives. One marketing strategy to increasgthbability of inclusion and being
chosen from the evoked set is the repetitive apersive advertising campaigns through
various communication channels, such as newspapeaggzines, tourist board
publications, broadcast media (radio, cinema aledigon), banners or pop-up on search
engines and websites, SMS (text messaging), so@dia, email promotions and
celebrity/star endorsements. Advertising repetiiad the heavy expenditures create
brand familiarity, promote customers to make quakchase decisions (due to heavy
top-of mind awareness), and enhance brand popularit

A hotel company’s distribution strategy plays dical role in increasing brand
awareness because it can influence whether albratedl is in consumers’ consideration
sets and it keeps customers thinking about thedbiRmominent brand-name signs (buses,
taxis, trains, gas stations, and billboards) renciomisumers of the brand name and
maintain brand awareness, thereby enhancing takhidod that consumers will
encounter the brand at the time of the decisionghvimcreases its chances of entering
consumers’ consideration sets (Peter and Olsori,)28@m and Kim (2005) suggest that
brand awareness can be improved through charibivement and sponsored activities

(such as sports, arts, cultural activities, or oktieds of public events).
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To create brand awareness, hotel marketing managetsto ensure that their
customers are so familiar with the brand that thilybe able to immediately recognize
and/or recall it. Hotel marketing managers shoadehpromotional communication
strategies in place to constantly remind custoraktiseir brand, thereby maintaining the
brand’s presence in the customers’ minds. In faténse and successive promotional
activities exist within the hotel industry, suchaatvertising. Increasing brand awareness
through increasing investment or developing proomai channels is essential when
hotels attempt to differentiate themselves from getitors.

In summary, the measurement and management of branty have become top
priority marketing issues in recent years, as ewiddoy the growing literature on the
subject. Several empirical studies in the literatsuwpported the positive relationship
between consumer-based brand equity constructbrand preference and purchase
intention (Cobb-Walgren et al., 1995; Agarwal arabR1996; Vakratsas and Ambler,
1999; Mackay, 2001; Prasad and Dev, 2000; Myer@32@e Chernaony et al., 2004;
Chen and Chang, 2008; Chen and Liu, 2009; Mishdalatta, 2011; Moradi and Zarei,
2011; Tolba and Hassan, 2009). Furthermore, For@aa3) suggests that branded hotels
outperform non-branded properties on performandeators such as average price,
level of occupancy, revenue per available roomemere per available customer and
return on investment. Such linkages have been @malhyrvalidated by Kim, Kim and
An (2003) and Kim and Kim (2005), who establishoaifive relationship between brand
equity and financial performance in the hotel indusrhus, it is imperative to know how

much equity a brand commands in the market asihgiktrong brand equity is a very
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successful strategy for differentiating a prodwat/gce from its competitors (Aaker,
1991). In other words, hotel practitioners needrtderstand how brand equity, as an
indicator of brand strategy success, can be me@sane how it can be built (So and
King, 2009).

The results of this study show that different hbtelnd equity dimensions
contribute to overall equity in different ways, ah@t an order exists among the four
dimensions. Since marketing and brand managers béee limited resources (such as
money and time) to implement branding strateglesfindings can help them prioritize
and allocate resources across the dimensions. diogpto the results of this study, two
managerial implications for hotel practitioners tenderived here. First, managers
should concentrate their efforts primarily on péred quality and brand loyalty, which
have high importance in the dimension of brandtgqln the highly competitive hotel
industry, brand managers are advised to develajpegies that provide superior quality to
the customers that will positively contribute teithfirm’s brand equity and then make
every effort to improve and keep their loyalty ayain their repeat business. Although the
size of impact is smaller than perceived qualitg brand loyalty, a strong brand image is
a core requirement for brand owners because thmellmame distinguishes a
product/service from the competitors’ products/sms (Kayaman and Arasli, 2007). In
other words, although the brand awareness in thdyss not a critical factor of hotel
brand equity, it serves as a foundation for branage since brand image is memories
relating to a hotel brand (Aaker, 1991). As a rgshe second implication is that when

concentrating on creating perceived quality anadbidayalty, marketing and brand
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managers should not undervalue the effects of braade and brand awareness to hotel
brand equity and balance their efforts to improkenl awareness and brand image.

Although brand equity cannot be built in short terncan be built in long term
through carefully designed marketing activitiesWM¥eeh and Lee, 2011). There should
be a continuous effort by hotel marketers to enbanstomer-based hotel brand equity.
Otherwise, old familiar brands die and even wethlesshed brands can wear out over
time, as a result of poor management of brand,extension and lack of investment in
developing brand equity and values (Kim and KinQ£0Ukpebor and Ipogah, 2008).
There has recently been a proliferation of new IHoi@nds, as the products and facilities
are relatively homogenous. The plethora of hotahldis and products has led to
consumer confusion over the lack of perceived ifiees between competing brands.
This would imply that hotel brand managers shoddrbn mind that how hotels position
themselves and differentiate themselves from conopgis critical to their success when
trying to build a strong brand. It is highly sugggsthat developing more effective brand
differentiation strategies is the most importasktaf hotel brand management, due to the
lack of differentiation and customer confusion steng from the recent brand explosion.
Therefore, differentiation among hotels should dxeiving more attention.

Methodological Implications

Since AHP and CA are completely different approadhé get similar results, the
results found in this study have experimental desitplications. If one chooses to use
either AHP or CA, the results provide some suggaston how its performance can be

improved.
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First, a theoretical drawback of the use of CAet the number of stimuli that is
required for part-worth estimations on an individe&el increases dramatically with an
increasing number of attributes. The number of liimecessary for reliable value
estimates can be daunting for the respondent, edlggEmany stimuli or alternatives
are presented simultaneously. In that case a pahetiternative could be the use of pair-
wise comparisons of AHP.

Second, practitioners are assured of getting deligsults from the use of
fractional factorial designs that help reduce tamher of profiles in a study (Muyle,
1998). However, even with fractional factorial dgss, full-profile data collection
procedures often involve comparing a number of @iimith multiple attributes and
levels. To reduce the task difficulty in conjoitddies and respondents’ fatigue in profile
evaluations an alternative to the full-profile apgeh is based on Clatworthy (1973)’s
balanced incomplete block designs (BIBD). For exiamp this study a balanced
incomplete block design can be employed to assigpr@files to four different blocks
and each profile can be then used five times ideanlocation of different cards in the
survey using BIB test. The BIBD is an applicatibattis widely used in the design of
statistical experiments. Since the limit of rankagya human being is “within five fingers
of one hand” (Won and Jung, 2001), by extractisg kaan five among more than 10
variables, respondents are able to rank itemsyeasil the exercise can be repeated to
complete the design. When calculated by a specrapater program, the effect is the
same as ranking 10 (Won and Jung, 2001). In tgarde the BIBD can be an effective

method in dealing with the problem of informatioredoad, thereby reducing
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respondents’ burden and making it possible to asxehe number of attributes studied.
Even in the case of AHP, large numbers of requi@ced comparisons are almost
unavoidable. In such cases, it is advisable ta lind number of paired comparisons to a
manageable size by applying the method of Incoragtair-wise Comparison (ICP)
developed by Harker (1987). The AHP allows for mmggairs thus reducing the number
of needed paired comparisons and reducing the megpts’ burden.

Third, in order to improve the quality of data, anay even consider eliminating
the inconsistent respondents based on multiplerizito test the reliability and validity
of the CA. The validity of the conjoint model haslte evaluated by checking the value
of Pearson’s as well as Kendall’s tau (Orme etl&l97, Sorenson and Bogue, 2005).
Pearson’s r and Kendall's tau values are recomntetalbe (>.80) and (>.70),
respectively. This helps to improve the qualitytted input data and thereby the validity
of the part-worths (Daiber and Hemsing, 2005) himm ¢ase of AHP it may be sometimes
necessary to remove the most inconsistent resptsderas to improve judgment
accuracy based on consistency ratio (>.20) asdeduitheir comparisons .

The study results also offer useful perspectivesttsider when choosing
between offline and online data collection methddthough the data gathered online
leads to a slightly lower internal validity (no&tlcase for AHP) and predictive validity, it
cannot be said that the difference in the validitpased solely on the different data
collection methods, since it could be possible thatpresence of the interviewer is the
cause for the difference in validity (Klein et &Q10). The presence of an interviewer

might have a positive impact on the validity of tieghered data because it facilitates a
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higher level of control and help. Problems can alsge in cases where interviewer
biases have to be expected. Nevertheless, thaahtealidity and predictive validity
seems to be sufficient enough even in the cads ohiine form. This implies that the
lack of an interviewer does not necessarily rasudt lower validity. In general, the
advantages of online surveys are widely discusséakei literature including their
relatively low cost, ease of administration, andgyaphical flexibility, while holding
true for an online version of AHP as well as anrmICA. Pictures and diagrams can also
be included in the questionnaire. In fact, the caaf a special data collection method
should not depend on statistical criteria but anghrpose of the investigation as advised
by Klein et al. (2010). Once the researcher hasrdehed the appropriate vehicle for
interviewing a given population further recommemua can be given.

First, if only a small sample size is needed tajmtandividual choices (e.g.
small boutique hotels where the number of respaisdanall) and the target market
segment for a new hotel product is very small,raespuwith the help of an interviewer
might be conducted. However, if managers usualgdrie predict market shares (where
respondents will not purchase a specific altereagivch accommodation demands for all
markets served by a large hotel chain) and condacket simulations to guide
managerial decisions, there is no reason of nt¢aoig the data online, since a bigger
sample size can be obtained easier and fasterféynaf flexibility in the data collection
process and online surveys are usually cheaperpiduaer surveys (Klein et al., 2010).

Second, the practicality of the alternative datitection methods would differ as

a function of the size of the stimulus design (g¢lge number of attributes and their
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levels). Again, reducing respondents’ cognitivedigaparticularly important for Web-
based environments, for which respondents’ patiterogs to be low (Deutskens et al.,
2004). In this regard, online data collection mehmay appear better suited to smaller
designs than lager designs. There are no suggestimterning the amount of stimuli for
an online conjoint analysis (Lines and DenstadlD4). However, it is evident that the
complexity and the challenge increase with the remalb stimuli (Klein et al., 2010) as

in the cases of using conjoint analysis in tradiicopaper-based surveys. Although the
notion of what qualifies as smaller design is uacle.g., Melles et al., 2000; Akaah,
1991; Green, 1984), this study of hotel brandinggests that a full-profile conjoint can
be successfully implemented via the Internet femall study including four attributes
(or up to 16 stimuli), each attribute being conoepred at three or four levels. However,
in the case of AHP more attributes and attribweleare possible because it may have
an advantage since less complex paired comparaengquired than when using the
common full-profile approach in CA.

Finally, if the present study is any indicator, iredictability of AHP and CA
seems to be enhanced if they involve the combisedfia paper-based questionnaire
and an online survey. According to Cerro (1988) atahl (1988), the combined use of
different data collection methods may enhance spatiicipation as well as model
validity. However, the review article by Sethuramierin, and Cron (2005) cautions
against merging responses obtained from onlineoéftide data collection methods,

because in their study the two data collection washyielded different attribute

175



preferences in a conjoint analysis task. Of coursprovide for better understanding of
the conditions that favor the use of combinationhods, further research is warranted.
Practical Implications

This study empirically compared AHP with CA in themain of customer-based
hotel brand equity. Many studies have suggesteddtiaad equity should be an important
research domain because of its strong associaitbmvarketing strategy and hospitality
firms’ sustainable competitive advantage (Kell®02; Pappu et al., 2005; Tasci et al.,
2007). In general, brand equity has been accetétegprimary source of capital for
many hotel industries (Bendixen et al., 2004). Braquity has primarily focused on
exploring customer-based brand equity and is wideknowledged as an indicator of
measuring the effectiveness of branding strategjlesetheless, an instrument to evaluate
brand equity from a customer preference perspebtigebeen lacking (Lassar, 1995).
More practical measurement applications in thesaoé#&otel, restaurant, theme park,
club, convention center, and tourism organizatioeed to be reported in the brand
literature (Kim, 2008). Besides, many tourism ofigations such as state destination
management organizations (DMOs) and conventionvasiirs bureaus (CVBSs) urgently
need to know best practices and more innovativesareaents regarding destination
branding (Kim, 2008). More methodology researchsneag brand equity is necessary
to advance the knowledge base on branding in thpitadity and tourism discipline (Kim,
2008).

Understanding how to measure brand equity is amitapce issue facing

hospitality brand managers. It is important forpitaity firms to measure accurately
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their brand equity in order to manage and leverageperly. There are many different
descriptions and definitions for both brand eqaitg its measurement methods (Yoo and
Donthu 2001). Further, there are doubts with regardhether the methods are capable
of yielding credible and sensitive criteria (Aak&®96). Most of the researches on the
causal relationships between brand equity and oéhtated variables and on the
construction of brand equity adopt quantitativeveyrbased studies as measuring tools
(Prasad and Dev, 2000; Yoo and Donthu, 2001; Washdmd Plank, 2002; de

Mortanges and van Riel, 2003; Kim et al., 2008)wdwer, quantitative data analysis is
criticized on grounds that it limits the utilizati@f real customer value (preferences) in
evaluating the importance levels of the brand gaatiributes (sub-dimensions of brand
equity) for different customers as well as theatihces in the importance levels of these
brand equity attributes in different customers (ldsal., 2012). In other words, the
traditional approach measures the importance nbatés one at a time and only
compares their relative importance in aggregateatih the relative importance of brand
equity factors will be different across individudlsalso ignores the trade-offs that affect
and characterize choice. Conjoint methods havegadeaas a response to the
shortcomings of other traditional methods. Conjaimalysis makes it possible to measure
relative values of things considered jointly whioight be unmeasurable taken one at a
time (Kim et al., 2004) and enables an attribuezdrichy to be established (Peral et al.,
2012). The application of conjoint methodology tmsumer choice problems produces
stronger results than those obtained from scailegréechniques (Huber, 1987), because

it sheds light on the trade-offs that occur indleeision choice (Won and Bravo, 2009).
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For this reason, conjoint analysis has been a popesearch tool for modeling consumer
preferences among mutliattirbute alternatives (Aka891).

Despite its popularity, there are some problemA wits application of conjoint
analysis. Because conjoint tasks often are conmgoelxcognitively burdensome to
respondents, potential measurement error may beaus concern in conjoint studies
(Lloyd, 2003). The conjoint method loses its appeaén a large number of attributes
have to be considered, due to limitations of husw@gnitive capacity in sorting out a
large number of profiles (Mulye, 1998). This mayladcremental costs to the conduct of
CA studies. Thus, it may be difficult to apply comt analysis in situations where the
research budget is very low or where the time towdaot the study is rather limited.
Consequently, the development and evaluation déprce measurement techniques
that accommodate large numbers of attributes witbognitively overburdening
respondents is an important and prolific researeh @ marketing (Bradlow, 2005).

Hospitality practitioners urgently need alternatimethods that can handle many
attributes in a given time span. Several prefereneasurement approaches try to limit
information load by reducing the number of attrésushown simultaneously to the
respondent in the evaluation task. Many newly dgyad CA variants (e.g., Adaptive
Conjoint Analysis) have been developed in thefastyears to deal with these problems,
but none of them have proved to be dominant (Helad. e2004a). Empirical studies that
compare Adaptive Conjoint Analysis (ACA) with fudkofile conjoint analysis and self-
explicated approaches respectively find a slightgrer or at best the same internal

validity of ACA (Green and Srinivasan, 1990; Greral., 1991; Agarawal and Green,
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1991; Green et al., 1993; Huber et al., 1993). @lth it is probable that hybrid designs
(Green, 1984) and adaptive methods employing iateeacomputers (Johnson, 1987)
help to reduce the task difficulty and boredomdegitit is likely that full-profile designs
will continue to be used for some time in marketampgplications of conjoint analysis
(Francois and MacLachlan, 1997). Although differéata collection methods used in
studies (e.qg., full-profile, trade-off, and graqedred-comparisons, with rating or ranking
of stimuli) have different degrees of task diffigulit is apparent that the task is never
easy (Francois and MacLachlan, 1997).

The study results revealed that AHP has some appdeahtures with respect to
savings of time and costs in data collection, alé agemotivational aspects and is
equivalent to CA with respect to predictive accyr@diP is a possible alternative to CA
for estimating preferences and almost as accusa@aAHP promises to be a cost
effective method compared to CA. This can be ssaanaadvantage of AHP taking into
account the costs of a survey, thereby gathering mméormation in a relatively short
time and possibly reducing the cost of a studyrtier to give a practical
recommendation on the selection of the methodstel practitioners, this is an
important finding which suggests AHP as a goodaétieve to CA for measuring
consumer preferences regarding hotel branding eaaiuits practical advantages in
terms of ease, time effort and costs. The propas#e approach can be applied as an
effective design method to connect the attribufdsand equity and managerial
strategies that allow the practitioners of hoteh to better understand customer

preferences and evaluate and utilize their bramityegccordingly. Consequently, it
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provides a real guide for hotel organizations tmagge marketing resource to enhance
brand equity.

Providing a better technique is a critical issugohay's booming hospitality
industry, sinceustomer’s wants and needs keep changing contiiyuandg rapidly. It is
a challenge for hospitality companies to improwartiexisting products and develop the
new ones. Increasing innovation expenditures aresiog hospitality marketers to look
for faster and more precise methods for measuongumer preferences. Furthermore, a
hospitality company has to be able to develop nesycts conforming customer
preferences in a relatively short time. Particylamlnew hotel product development,
probably the most important field of preference sueament in marketing, the number
of possible product alternatives can be tremendadsunavoidable. AHP is capable of
handling a larger number of product attributes seeims to be more feasible because of
its advantages in terms of interview length andyfet. AHP might be a good alternative
to CA when evaluation tasks are complex, such ashwtel product development.

Theoretical Contributions

This study offers contributions to the hotel bréditetature and the industry in
several ways. To date there has been a small nuphisardies in hotel brand literature
and focus largely on the main effects of brand yqlimensions on hotel brand equity.
However, the concept of brand equity is multidimenal and very complex, requiring
different types of measurement methods (Keller30M other words, measuring brand
equity and proper brand equity management are itapoaspects of building a strong

brand. Particularly, the personal decision proaagdied by the hierarchical brand equity
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model is absent. This study measures personalrprefes regarding hotel branding by
adopting a hierarchical approach using the AHPthadCA. It also contributes to the
literature by providing the empirical test for thee of hierarchical brand equity model.

Customers tend to make trade-offs among the vardbage factors since
customers choose a hotel brand based on variousdgand hotel brand choice is a
multiattribute decision. The use of the AHP or @& helps to overcome some of the
weaknesses of traditional methods that fail towapthe trade-offs that affect and
characterize choice. In this regard, it providé®ter approach for assessing brand
equity in the hotel industry from a customer prefee perspective. The adoption of the
AHP or the CA will stimulate future research ongioting consumer preferences and
choice and could contribute to further researcHistuin the area of the hospitality and
tourism academia.

Second, based on the AHP results, this study reeffthe importance of
perceived quality. Indicative of the results, mm@sources should give priority to
perceived quality. The results of the study addosuipto research that contends that
perceived quality plays a central role for buildimgtel brand equity. Third, the present
study relies on a sample of actual hotel customtsdiverse backgrounds, which may
contribute to hotel industry practitioners as well.

Finally this study makes a significant contributionconsumer preference
measurement research by quantifying the performahtweo alternative measurement
approaches. This study tested a compositional apprd\HP, and a decompositional

approach, CA, and found that while each has diffietfeeoretical advantages, the
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experimental success of AHP in this study suggeststhe compositional approach may
be the best practical alternative. While both wafrgood internal and predictive validity
the practical advantages of brevity, ease of cotigpl@nd enjoyment by respondents
favored the compositional approach. The resultb®ttudy also suggest that offline and
online data collection methods are both satisfgctor

Significance of the Study

Some advantages of this study are that the usedHP or the CA not only
removes the limitations of the traditional methémisnd in the extant literature but also
allows brand managers to parcel out each brandyecuinponent into its respective sub-
components and estimate the relative importaneact of the primary components of
brand equity and the sub-components.

Using the results provided by the AHP or the CAghmanagers can tailor
marketing mix strategies based on the order of napce of the primary components
and sub-components of hotel brand equity from &ooosr preference perspective. This
is a useful and effective way for hotel brand mamagnt to identify which brand equity
components and sub-components can be improvechtamea hotel brand equity but also,
constrained by limited resources, which brand ggquomponent and sub-component
should be given top priority. So the end resuli® gipportunity to hotel practitioners to
develop detailed brand equity strategies for theirs. By using either the AHP or the
CA, the practitioners will be better able to pritmé tasks, allocate their resources, and

develop tailored marketing strategies for theigéaisegments.
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Limitations and Future Research

This study has several limitations that need tadigressed in future research.

First, a comparison of AHP and CA demonstratedttiete is almost no
convergent validity with respect to attribute imjamce weights. More research is needed
to identify why relative importance weights betweke two approaches differ. It is
interesting to note that importance weights esthdtere by AHP are most similar to
previous findings.

Second, hotel brand equity attributes and theellewere selected, based on the
literature review. However, there may be some adltteibutes and levels of hotel brand
equity that have not been identified in this stUelyture studies are needed to explore and
identify more attributes and levels of hotel bragiity from other sources.

Third, as Melles et al. (2000) point out, dataection methods that enhance
simplification strategies (such as concentratingdew attributes only, when the
respondents’ motivation is low or the complexitytioé task is high) cannot be valid in
predicting choices that are made through a comipéabe-off. It is interesting to note that
respondents in an online study tend to completeessrmore quickly than those in the
offline group. It can be assumed that they mustrbploying simplification strategies to
answer so quickly. These may have been learnetbésspional panelists. Unfortunately,
this study could not test this assumption becauiseifficult to know which respondents
apply non-compensatory decision strategies andhwdiacnot and thus leave it for further

research.
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Fourth, the study showed that the data gatheredeoldads to a slightly lower
internal and predictive validity. However, evenulb offline and online data collection
methods are both satisfactory, gathering data witttee help of an interviewer is not
recommended. Rather more empirical work is needadearning the influence of an
interviewer (Klein et al., 2010).

Fifth, Melles et al. (2000) cautioned that the ahility of conjoint analysis over
the Internet depends on the number of attributéisardesign. Nonetheless, little is
known about how many attributes to present inrawdtis and how many judgments to be
made and thus leave this aspect for further rekearc

Sixth, the study results suggest that includingese@rarm-up tasks may have a
positive effect on the predictive effectivenesa\biiP and CA before respondents make
their evaluations, but because there have beegstersatic studies comparing the
impact of different warm-up tasks, further reseascivarranted.

Seventh, the empirical comparisons in this reseamrae limited to CA in its basic
form and to AHP. Alternative versions of AHP and €iould be applied and compared
for a large of number of attributes. A compositioaproach, AHP might share some
weaknesses of this model class, for example, iotexlations between attributes and
levels might harm the elicitation of accurate prefees (Green and Srinivasan, 1990).
Given that interactions occur principally withirdimidual preference structures, it is easy
to question whether more sophisticated AHP methgaisicularly the fuzzy AHP, really
lead to substantial improvements in preference oreasent compared with CA. This

issue requires further research.
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Finally, this study did not randomize subjects lestw offline and online, so
differences between the two groups might have mtisesampling biases and should be

replicated under randomized conditions.
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Estimation of Relative Weights

The estimation of the relative weights of decisgbements based on the
eigenvalue method. After the relative weights elements have been identified for a

level, they can be represented in an n x n matrix(a, ), (i, j=1,2,3,..,n).

fw iw, owiw, owwg oW /w1
W, W, W, w, W, Wy w, /w, (2
A Wy /W, Wy SW, W, W w, /w, |3
LW, w W w, W g w, /w, |n

An estimate of the ratio between elemieandj (w, /w,) is denoted ag, . The matrixA

_,which is referred to

ij?

has all postive values and satisfies the reciprozertya, =1/a
as a postive reciprocal matrix (Saaty, 1990). Teats of elementgw,, w, w,,..,w,)

can be estimated by solving the following matrixiaipn by determining the eigenvector

associated with the maximum eighenvalue.

wlw oW w, W wg W, /W, || W, W,
W, /W, W, W, W, W W, /W, | W, W,

Awe Wy lw W w, W, S w W, /W | W :nW3 _nw
LW, W w w, w g W, Iw, W, || W,

where n is the number of elements (maximum eigemyabndy = (w,, W, ,w, ....w_)

" is the vector of actual relative weights (rightexigector of matrix A).
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It is assumed thak is known, but notv. Therefore, the relative weights of matfix
cannot be produced accurately. In this case, theeatmatrix equation fow can be
solved by replacing n with,__

Aw=A_ W
where 2, is the largest eigenvalue Af The eigenvectors & corresponding tol are
the nonzero solutions of

(A-A)w=0
wherel is the identity matrix.
In order to solve the above equation, the eigemsbiA need to be computed by
solving the following equation:

det(A—Al)=|A-4l|=0
Estimation is the same for each level of a mulieléhierarchy.
Evaluation of Consistency

If a, is the exact estimate of the elements’ weightis, consistent because it
satisfies the condition, = a; x a, for all elements, j, k. For a consistent positive
reciprocal matrix, the largest eigenvalgg, ) has a value of n, since the sum of the
eigenvalues of a positive matrix is equal to th@ s the diagonal elements (trace of the
matrix) (Forman & Selly, n.d.). Such perfect cotesngy, however, is not attainable in
real world situations. I, is an imperfect estimate of the ratio betweend;, then
deviations between the consistent and the incamisbatrix occur, causing changes in

the eigenvalues (Saaty, 1996),  is always greater than or equal to n. The closgris
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to n, the more consistent the judgments. Thusdifference betweert . and n is used

as a measure of the consistency. Saaty (1996)dvadoghed the consistency index (CI)

as:

_ (lmax B n)
~ (n-)

Inconsistency is inherent in the judgment proc&saty, 1994). Therefore, perfect
consistency is not expected and required by AHRvéder, inconsistency may be
considered a tolerable error in measurement ontysfsmall enough.

In order to determine an acceptable level of coascy, Saaty (1994) developed a

random index (RI) table for matrices of the ordenf 1 to 10 (see Table 36).

Table 36

Random Inconsistency Indices (RI)
Size (order) of Matrix 1 2 3 4 5 6 7 8 9 10
Random Index (RI) 0.000.00 0.58 0.90 1.12 1.24 132 141146 1.49
Source: Saaty (1980).

The value of Cl is then compared to the value ofTRE ratio of CI to the average RI for
the same order matrix yields the contingency r@t)(which is used as a measure of the
overall consistency of the matrix.

o

CR=
RI

In general, a CR value of 0.1 or less is considama@éptable (Saaty, 1996). If a CR value
is over 0.1 then it is recommended that valuegassli to the pair-wise comparison

matrix be reevaluated to resolve the inconsistém@gair-wise comparisons.
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For a multilevel hierarchy, an aggreg@t® can be obtained by considering tBeandRl
of each level. For instance, té of a three-level hierarchyl can be calculated as

c1?]

3
M =ci?+w?| <P

Cln ]
whereCl? is theCl value of the second level arm ? is theCl value for theith element

of the third level fom elements. Similarly, thRI for a three-level hierarchM can be

calculated as

RIZ ]
M = Riz w2 RE

RIS

where RI? is theRI value for the number of elements in the second lave RI® is the
Rl value for the number of elements in the third letghally, the consistency ratio of the
hierarchy(CRH) can be calculated as

cRH=M

M
As with CR, consistency in judgment increase as Cleeteases.
Synthesis of Relative Weights
Relative weights of various levels obtained from pinevious step are aggregated
to produce a vector of composite weights that sesveatings of decision alternatives (or

selection choices) in achieving the general objectin order to compute the priority for
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each alternative, the composite relative weightoreaf elements dith level with respect

to that the first level may be computed from (Sd&80; Zahedi 1986),

| — =

ClLk]= 1B

i=2
where C[1k] is the vector of composite weights of elementeael k with respect to the

element on Level 1, and B, is tie, byn, , matrix with rows consisting of estimated
vectors,n, represents the number of elements at level

Consequently, the composite weighted prioritiethefelements at a certain level
are obtained by multiplying the priorities of dtites at that level by the priority of their
corresponding attribute at the level above. Thimpaosite priority vector is then used to
weight the priorities of elements at the level ebnd this process continues through to
the lowest attribute level. Finally, the priorityrfeach alternative is calculated by
multiplying the composite priority of each attrieuty the alternative’s preference

priority with respect to the attribute, and addihgm.
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“Hotel Preference Study”

Thark you for participaeting in this survey Your answers will help us better understand your preferences
when choosing a hotel. All of your answers are completely confidential. There are total of eight parts in
the survey for you to complete. The survey takes approximately 15~20 minutes. Some parts may look
similar, but each part was designed to measure different aspects of your preferences. 5o, please
respond to all the questions.

Below are the definitions of the four focters of hotel selection and their components used in this survey.
Please read the definitions before beginning.

Hotel Selection Factors

Components

Descriptions of the Components

Brand-Name Recognition:
Customers" ability to recognize a
brand's name

Adwertising
Top-of-Mind brand

Brand popularity

Brand familiarity

The extent to which you are expoesed to hotel ads

The name of 3 hotel that comes first to your mind
The extent to which you feel the brand is popular and
used by others

The extert to which you are femiliar with the hote|
brand

Hotel Brand Image:
The total impression of a brand
in an ndividual’s mind

Clean Image
Elegant atmosphere
Feels like home

Good value for money

A wery clean and orderly image

A luxurious, stylish, prestigious, and suitable place for
high class dientele

A comfortable, gquist, and restiulimage

The room rate and other fees for using the facilities at
the hotel are reasonable to pay

Hotel Service Quality:
Customers' opinion of service

Error-free senice

Prompt service

Courteous service

Reliable service

5@aff of the hotel has knowtedze and confidence to
answer guests.

Service without delay (e.g. Promptness of check-in
and check-out|

Friendky, polite, and respectful service with neat, clean
and approprigtely groomed appearance

Handiing of complaints and problems sincerely

Hotel Brand Loyalty:
The faithfulness of customers’ to
a parficular brand

Friends"
recommendaton

Frequent custemer

Previous experience

Positive comments about the hotel brand from other
people

The hote! brand would always be my first choice
compared to other hotels |e.g. freguent guest
program)
The hotel
EUarantees
expectations

brend that
satisfaction,

newzr disappoints  me,

and always meets my
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Part |. We are going to ask you to compare the components of each factor. Please chedk the
box for which factor is more important.

For example, if you consicer Advertising is somewhat important than Top-of-Mind Brand with
respect to Brand-Mame Recognition in selecling a hotel, you might respond like this: {See
example below)

- E - - o - = o - - =
¥5|38| E|E8|.5|E8| E( 28| §5

Component & “‘E_ {‘E EE EE. =§E EE EE. EE ,E Component &
BE|2E| 28|58 | gk |sE |28 |28 3

advartising OO ITOlglrglinl 0 | vopof-mind erand

Which of the following components of Brand-Name Recognition is more important?

Top-of-Mind Brand

Brand Popularity

Top-of-Mind Brand

Brand Famil@rity

5| 3 B8 il

R IRE IR RR 1R

> 5 = E 3 =
Component A E E E % § g E E E Component B

il i 8|58 |5|8|2]|s
Advertising O (Ortg1rtgagrogliolil il mosetsindssnd
Advertising Odilglglgiltagrloargrogl g Brand Popularity
Advertising gigdgliglioologliforgiloarg Brand Familirity

EElLe | B L E| & [LE) B | B £

ooy ooy o)l

A 1 4 N 1 Y 6

Brand Popularity

Brand Famil@rity

Which of the compaonents of Hotel Bra

nd Image is more important?

iR iR IR RE AR
AR ARARARIR AR AR 1K
Component A g J.ﬁ_ E E E E E i E Component B
ai = = I & w = = al
Clean Image |:| |:| |:| |:| |:| |:| |:| |:| |:| Elegant
clean image |:| |:| |:| |:| |:| |:| |:| |:| |:| Feels Like Home
clean image D El |:| D |:| D |:| |:| D Good valie
Elegant |:| El |:| |:| |:| |:| |:| |:| |:| Feels Like Home
Elegant HREE SN e EE N RER e Good vale
Fasis Like Home gl oioglroatoro ot Good vahie
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Which of the components of Hotel Service Quality is more important?

Recommendation

Previous Experience

e | & E E | o=
8| % g8z ¢ 5| 8
2 £E| s | | 58| 5| 8| % B
| B | 8|8 | E |35 | 8|8§8|:z
Component A E E r z = E, E E E Component B
sl 2|2 | 8|2 |3|2|3|¢
Error-Free Service I:l D I:l I:l I:l I:l I:l |:| I:l Prompt Service
Error-Free Service |:| |:| |:| |:| |:| |:| |:| |:| |:| Courteous Service
Error-Free Service I:l D I:l I:l I:l I:l I:l |:| I:l Reliable service
Frompt Sarvice |:| |:| |:| |:| |:| |:| |:| |:| |:| Courteous Service
Promipt Sarvice |:| D |:| |:| |:| |:| |:| I:l |:| Reliable Service
Courteous service |:| |:| |:| |:| |:| |:| |:| |:| |:| Reliable Service
Which of the components of Hotel Brand Loyalty is more important?
£ | E E £ g | =
£ B 5 E g B B
=) = L] =%
SEAR IR Bl E|B
= 5 ] £ 5 £ 5 =
Component A £ JE: E E oy 'E E JE: g Component B
£ 3| &8 | 5| 8| 5| B| 3| &
& = = & i a = = &
Recu::::;atiun D D D Frequant Customer
Friends" I:l I:l I:l
L L] i

o
oo
oo
0o
oo

Frequent Customer

OO

Previous Experience
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Part I1. We will ask you to compare two factors regarding a hotel choice. Please check the box
for which factor is more important.

Which of the two factors is more important in selecting a hotel

Factor A

Factor B

Brand-Heme Recognition

Hotel Brand Image

Brand-Mame Recognition

Hotel Service Ouality

Brand-Hame Recognition

Hotel Brand Loyalty

Hobel Brand image

Hotel Service Quality

Hobel Brand Image

Hotel Brand Loyalty

OO0 || extremety importan
O|CEEE ) Much more important
L) more tmpa ant
OO EE| | somewhat important
LN ety e portant
O|CECE| ) somewhat mportant
OO ) mere imporsant

LI EEE| ) much more importan
OO essemely important

Hotel Service Quality Hotel Brand Loyalty

Part Ill. Please rate this survey by checking the box that best fits your opinion when you
compared the four hotel selection factors and their components [Part | & [1].
{1 being the lowest and 9 being the highest).

Satisfaction:
How much did you enjoy this survey?

|:| Interesting

Boring il ] 20 s3] 41 s[1 sl 701 sl]

o

Information content:

How realistic is this form of questioning in choosing a hotel?

unrealistic  1[ ] 2[ ] 3] 4[] s[] se[] 7[] 8] 9o[] Realistic

Decision Making:

How difficult was it to respond to the questions asked?

Difficult 1] 2] 3] &1 s sl 701 =s1] 9] Easy
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Part IV. (a) Thers are 16 cards and each card has a different combination of four components of the
hotel selection factors. Please rapk the cards in order of preference in choosing a hotel {1 - Most

Preferred, 16 - Least Preferred).

Haotel Hotel Hotel Hotel Hotel Hotel Hotel Hotel
Choice 1 Choice 2 Choice 3 Choice 4 Choice 5 Choice & Choice 7 Choice 8
Brand - - Brand . Brand Brand Brand
i Advertis Advertic 1 T E-mind 4 SR ity
Familiarity e e Popularnty np;mdm Popularity Famifiarity Familiarity

Feels Like
Efegant Good value Elegant Good value Clean Imags Elegant Good value EAERIEN
Courteous Reliable Prompt Prompt Promipt Reliable Error-Frae Prompt
Service Service Service Service Service Service Service Service
2 = Friends’ . Friends’ Friends’ Friends’
. = i Prw!cn.ls Recommendati Ereque, prw!m R=commendati Recommendati Recommendati
EKFEFIEHI:E E’NFEFIEI'ICE Custamer EHI)EI'IEI'H:E
on 0N on on
Hotel Hotel Hotel Hotel Hotel Hotel Hotel Hotel
Choice @ Choice 10 Choice 11 Choice 12 Choice 13 Choice 14 Choice 15 Choice 16
i Bramd Top-of-Mind e Top-of-sind Top-of-sind Brand Brand
Ayesieng Popularity Brand AdEEsing Brand Brand Popularity Familiarity
Feels Like: Feels Like Fesls Like
Ciean Image Clean Image FraR P Elegant Good value s Clean Image
Error-Free Courbecus Reliable Courteous Emor Fres Courteous Error Free Reliable
Service Service Service sarvice Service Service Service Senvice
Friends’ Eriends Friends’ Friends’ "
RBecormme rdati Recommendsti Recommend ati ErEqueal HEquent Recommendati PI'E\'!‘JI.IS FEquent
Customer Customer Experience Customer
o on on on
[Mote: Please make sure you have ranked all 16 cards without duplicate card number)
Rank 1 2 3 4 5 B 7 3 ] 10 11 12 13 14 15 15
Card #

{b) Please rank four cards below (1- the most preferred to 4 - the least preferred).

Hotel Choice 17 Hotel Choice 18 Hotel Choice 19 Hotel Chioice 20
Top-of-Mind Brand Brand Popularity Brand Popularity Advertising
Clean Image Clean image Elegant Feels Like Home
Ermor-Free Service Cowrteous Senvice COUrteous Service Ermor-Free Service
Friends’ B E Friends’ Frignds'
Recommendation e Recommendation Recommendation
Ramk 1 3 4
Card #
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Part V. Please rate this survey by checking the box that best fits your opinion when vou ranked

the 16 cards in order of preference (Part IV].
(1 being the lowest and 9 being the highest).

Satisfaction:

How much did you enjoy this survey?

Boring i ] 201 3] &[] s[] s 7[]

SD 9|:| Interesting

Information content:

How realistic is this form of questioning in choosing a hotel?

unrealistic 1] 2] 3] &[] =04 sd 704

Sl:l 9|:| Realistic

Decision Making:

How difficult was it to respond to the questions asked?

Difficult 1] 20 s a1 s sl z[]

ED 9|:| Easy
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Part VI. There are 10 additional tests and =ach test has another set of different combinations of the

four components of hotel selection factors. Please check one box you mostly prefer when choosing a
hotel.

For example, if you prefer card #4 the most, you would mark an “X” in the box: {See below)

<EXAMPLE=>
Card1[] card2[] Card3[] Card 4 [#]
Brand popularity Advertising Advertising Advertising
Clean image Elegant Elegant Clean image

Prompt service

Previous experience

Error-free service

Friends' recommendation

Reliable service

Frequent customer

Courteous service

Previous experience

TEST 1
Card1 | | Card 2] _| Card3|_| Carda | |
Brand familiarity Advertising Top-of-mind brand Brand familiarity
Feels like home Feeis like home Feels like home Elegant

Error-free service
Previous experience

Courteous service
Friends" recommmendation

Prompt service
Freguent customer

Courteous service
Frequent customer

TEST 2
Card 1 [] Card 2[] Card3 [ | Cardd[ ]
Brand popularity Brand familiarity Top-of-mind brand Advertising
Good value Feels like home Feels fike home Clean image
Error-free service Prompt service Courteous service Prompt service
Frequent customer Previous experience Freguent customer Friends' recommendation
TEST 3
Card1[ ] card2 [ ] Card3[ ] Card 4[]
Brand familiarity Brand familiarity Advertising Brand familiarity
Good value Clean imags Elegant Feels like home
Prompt service Prompt service Relable zervice Error-free service
Frevious experience Previous experience Friends" recommendation Frequent customer

TEST &
Card1[ ] Card2[ ] Card3 [ ] Card 4[]
Brand popularity Advertising Advertising Advertising
Clean image Elegant Elegant Clean image

Prompt service
Previous experience

Error-free service
Friends' recommendation

Reliable service
Frequent customer

Courtaous service
Previous experience
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TESTS

Card1] | Card 2] | Card3| | Cardd| |
Top-of-mind brand Brand familiarity Advertising Brand popularity
Clean image Clean image Clean image Fesls fike home

Prompt service
Previous experience

Prompt service
Friends recommendation

Reliable service
Friends’ recommendation

Error-free service
Friends' recommendation

TEST 6
Card 1[] Card 2 [] card3[] card 4 [ ]
Brand popularity Advertising Brand popularity Top-of-mind brand
Good value Good value Good value Good value

Courteous service

Friends’ recommendation

Reliable service

Friends’ recommendation

Courteous s=rvice

Previous experience

Error-free service

Previous experience

TEST 7
card1[] card2 [] Card3 [ ] Card 4[]
Brand popularity Top-of-mind brnd Brand familiarity Top-of-mind brand
Clean image Feels like home Elegant Elegant
Prompt service Reliable service Courteous service Prompt service

Frequent customer

Friends’ recommendation

Freguent customer

Previous experience

card1[]

Card 2[]

card 3 [

cardd[ ]

Brand familiarity
Elegant
Courteous service
Friends’ recommendation

Advertizsing
Faels like home
Prompt service
Friends” recommendation

Adwertising
Clean image
Reliable service
Friends' recommendation

Advertising
Feels like home
Prompt service

Previous experience

TESTS
Card1[] Card 2 [ Card3 [ Card 4 [
Brand popularity Brand familiarity Brand familiarity Top-of-mind brand
Feels ltke home Elegant Elzgant Elegant
Error-free service Courteous service Error-free service Courteous service
Friends’ recommendation Frequent customer Previous experience Friends' recommendation
TEST 10
card1[] card 2 [ card3 [ card4[ ]
Top-of-mind brand Brand familiarity Advertising Advertising

Feels like home
Courteous service
Freguent customer

Good value
Error-free service
Previous experience

Feels fike home
Error-free service
Previous experience

Clean image
Reliable service
Friends’ recommendation
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Part VIl. Hotel Experience

1) Which category of hotels have you most frequently stayed in during the pastyear? Flease pick one.

¢ Budget/Economy (e.g. Motel &, Quality Inn, La Quinta, etc.) [ )
* Mid-price {e.g., Hampton Inn, Holiday Inn, etc.){ )

¢ Upscale (e.g., Hyatt, I'W Marriott, Hitton, etc.) [ )

¢ Luxury |e.g., Four Seasons, Ritz Carlton, etc. ) )

2) On average how many nights have you stayed at the hotel during the past year?

1-3days( )4-7days{ )8-15days| ) 16+days{ )

3) What was the purpose of your hotel stay?

Vacation | ) Business(| | Visiting Relatives, Friends( ) other [specify] ( )

4) Please check one box below for the level of agreement regarding how interested you are in
hotels (1 being the lowest and 8 being the highest).

How often do you use hotels?

Rarely i1 =200 30 <[] s s] 701 =] Often
How much are you involved with hotels in your life?
Low i ] 20 3] &[] s s 1 71 =] High

How much are you interested in hotels, relative to others?

uninterested 1 | 2[ | 3] a[] s ] s ] 7] 8] Interested

5] Please check one box below for the level of agreement regarding how knowledgeable you
are about hotels,

iT;;g-lfﬂee Disagree | Meutral BgTEs ';::;ghr

| feel very knowledgeable about hotels

s . ] L] L] L] L]
| can give people advice about different
brands of hotels O [ [ [ [
| only need to gather very little information in
order to make a wise decision about hotel |:| |:| |:| |:| |:|
choices
| feel very confident about my ability to tell
the difference in guality between different ] ] ] ] ]
brands of hotels

230



Part Vill. Demographic Information

1) Please select your gender.
Male{ ) Female( )
2) What is your age?
3) What is your marital status?
Single{ ) Married{ |} other [specify) [ )
4) What is your status?
Freshmen | ) sophomore ( ) Junior{ ) Senior{ ) Graduate Student [ )
other (specify) | )
5) What is your student enrcliment status?
Part time student { ) Full time student{ ) other (specify) ( )

6) What is your major? ( )

Thank you for your participation!
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IRE Action Date: 10M18/2012
IRE Protocol #: 1210008381
Study Title: An empirical comparison between two multiattribute decision technigues for measuring brand equity

The above-referenced protocol is considered exempt after review by the Institutional Review Board pursuant to
Federal requlations, 45 CFR Part 46 101(h}2) .

This part of the federal regulations requires that the information be recorded by investigators in such a manner that
subjects cannot be identified, directly or through identifiers linked to the subjects. It is necessary that the information
obiained not be such that if disclosed outside the research, it could reasonably place the subjects at risk of criminal or
civil liability, or be damaging io the subjects’ financial standing, employahility, or reputation.

You should retain a copy of this letter for your records.

233



