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ABSTRACT

This dissertation considers an integrated approach to system design and controller design

based on analyzing limits of system performance. Historically, plant design methodologies

have not incorporated control relevant considerations. Such an approach could result in

a system that might not meet its specifications (or one that requires a complex control

architecture to do so). System and controller designers often go through several iterations

in order to converge to an acceptable plant and controller design.

The focus of this dissertation is on the design and control anair-breathing hypersonic

vehicle using such an integrated system-control design framework. The goal is to reduce

the number of system-control design iterations (by explicitly incorporate control con-

siderations in the system design process), as well as to influence the guidance/trajectory

specifications for the system.

Due to the high computational costs associated with obtaining a dynamic model for

each plant configuration considered, approximations to thesystem dynamics are used in

the control design process. By formulating the control design problem using bilinear and

polynomial matrix inequalities, several common control and system design constraints

can be simultaneously incorporated into a vehicle design optimization. Several design

problems are examined to illustrate the effectiveness of this approach (and to compare the

computational burden of this methodology against more traditional approaches).
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1

INTRODUCTION.

1.1 Overview

This dissertation addresses a multidisciplinary optimization for the integrated approach

to the design and control of systems. Traditionally, an iterative approach is taken to

system design and control: the system is designed using rule-of-thumb guidelines, and

control relevant considerations are not explicitly incorporated in the system design phase

or in framing the specifications. Control engineers use the resulting system design and

attempt to meet project specifications. If they are unsuccessful, the system design is re-

visited. Such an iterative approach can be time-consuming and expensive. In addition, the

specifications themselves might be unreasonable for the class of acceptable system designs.

In order to address these shortcomings in the iterative system and controller design

process, an integrated framework that incorporates control considerations in all phases of

the project (formulating specifications, designing systems, and designing controllers) is

required. We list some of the important characteristics that require closed loop and control

limitations early in the design phase

Limited Controls: Saturation limitations are present in every real-world system. In the

case of an aircraft, the saturation effects include mechanical limitations (such as ele-

vator deflection saturation or rate limitations on fuel injection).

Non-minimum Phase characteristics:Non minimum phase characteristics (such as a

right half plane zero or a time delay) can limit achievable trajectories and perfor-
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mance (such as frequency domain peaks). Hypersonic aircraft suffer from such limi-

tations.

Bandwidth limitations: Bandwidth limitations significantly limit closed loop perfor-

mance. Such limitations can be due to sampling/update frequency, communication

delays, etc. It is important to consider these limitations early in the design phase.

In this dissertation, we consider the problem of designing an air-breathing hypersonic

vehicle to execute a pull-up maneuver. The impact of design on achievable performance

(which influences specifications and guidance decisions) isexamined, as well as the design

of a controller. The focus of control design is on computationally efficient methodologies

to integrate system and controller design such as convex optimization based techniques.

The work presented in this research document have appeared in several publications

[1–12]. It is not the authors intention to claim sole credit for allresults presented in this

dissertation. However, they are presented in their entirety for completeness.

1.2 Motivation

Historically, control related considerations have not played a significant role in system

design. As the complexity of systems continue to soar, the need for sophisticated computer

aided design tools has never been greater.

The critical motivation here is that systems are often designed without taking into ac-

count control considerations. This was the case with the Chernobyl 1986 disaster a classic

case of an unstable system operating in the presence of limited control (cooling) authority.
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Recently, control and performance relevant constraints have played a greater role in system

design due to limitations in the classical approach:

• In [13] the author describes how the initial X-29 aircraft designswere almost too

unstable to control due to limitations introduced by the bandwidth of the hardware.

• Data centers are traditionally been designed based on static analysis of thermal flows

and cooling, while the task distribution algorithms and control of cooling mecha-

nisms have been considered after the layout of the data center is finalized.

• In [14] the authors describe how higher power density of modern microprocessors

requires architecture design tools that incorporate achievable cooling performance

in the floorplan design process.

Multidisciplinary optimization (MDO) attempts to addressthis by formulating a

design optimization incorporating constraints from multiple disciplines simultaneously.

Integrating control and performance specifications into system design, however, can be

computationally expensive due to the nonlinear relation between the system and the closed

loop map. In this research, emphasis is placed on computationally efficient methodologies

(such as convex optimization techniques via Linear Matrix Inequalities, vector space

optimization, etc) to integrate system and controller design.

1.3 Related Work and Literature Survey

1.3.1 Design and Control of Air-Breathing Hypersonic Vehicles

One of the first control-relevant design of a generic 3-Degrees of Freedom (DOF) hyper-

sonic vehicle is considered in [15]. The authors use classical 2D Newtonian impact theory

to approximate the aerodynamic forces and moments. The scramjet combustor is modeled
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using 1D-Rayleigh flow. A single bending mode was included based on a NASTRAN

derived mode shape. Another model using oblique shock-expansion theory is developed

in [16]; the model is validated using Euler-based (inviscid) computational fluid dynamic

models. A model that uses an Euler-Bernoulli beam based flexible model was developed in

[17], and forms the basis of the models used in this work. A more comprehensive survey

of 3-DOF and 6-DOF hypersonic vehicle models can be found in [18].

1.3.2 Multidisciplinary Optimization

Multidisciplinary optimization has been used for the design of aircraft systems and struc-

tural optimization [19]. While many different optimization techniques can be used, a gra-

dient free method tend to be computationally faster, as computing derivatives is computa-

tionally expensive in many application areas (such as the examples considered in this dis-

sertation). Multidisciplinary optimization architectures can be categorized into two broad

classes [20]:

Monolithic : These algorithms solve a single optimization problem, andthe multidisci-

plinary constraints can be handled in several different ways such as (1) Simultaneous

Analysis and Design (SAND) [21], (2) Individual Discipline Feasible [22], or Mul-

tidisciplinary Feasible (MDF) [22]. The methodology in this dissertation is based on

MDF.

Distributed : This class of algorithms decompose the original optimization into multiple

smaller optimizations that result in the same solution whenreassembled. The

division generally exploits the structure of the problem (e.g. network flow or

resource allocation problems [23]).
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In order to solve the optimization problem, several approaches can be used; a gradient

free optimization strategy is used for the main multidisciplinary optimization considered

in this work. A survey of derivative free optimization methodologies is presented in [24].

They can be divided into two main categories:

Direct : Direct algorithms (such as Nelder-Mead algorithms [25], Generalized Pattern

Search [26], Pattern search using simplex gradient [27], and Divide a Hyper-

rectangle [28]) use the objective function value directly in computing search direc-

tions.

Model-Based : Model-based algorithms use a surrogate to the objective toguide the

search process. These methods include trust-region methods [29], implicit filtering

[30], and response-surface methods [31].

1.3.3 Integrated System-Controller Design

In [32] the authors identify the following plant properties that limit achievable closed

loop performance irrespective of the controller used: Non-minimum phase (NMP)

characteristics (RHP zeros and time-delays) [33–36], plant-model mismatch, and state

constraints. Hypersonic vehicles (considered in this dissertation) possess several of

these characteristics, and can significantly benefit from anintegrated vehicle-controller

design procedure. A control-centric approach to system design can result in significant

improvement in closed loop performance [37]. This dissertation considers one such

integrated approach to plant and controller design.

In [38], the authors consider the problem of integrated optimization of a single

parameter plant and controller using an LMI-based approach. An iterative linear matrix

inequalities (LMI) based approach (iterate over controller design and plant design) has
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been considered in [39]. A simultaneous plant-controller redesign has been considered

in [40]. In [41], the authors look at the coupling between modeling, uncertainty, and

specifications affects a measure of coupling between the modeling and control design

problems. The limitations of a non-integrated approach to system design and control

design is explored in [37]. Several performance limitations and tradeoffs in feedback

control can be found in the special section [42].

1.4 Organization

The rest of this document is organized as follows: mathematical preliminaries are pre-

sented in Chapter2, and an integrated system and control design framework is presented

in Chapter3. Chapters4 and 5 examine the modeling and control of an air-breathing

hypersonic vehicle. Trade studies to assess the impact of design decisions on the static

and dynamic properties of the vehicle are presented in Chapter 6. The application of the

multidisciplinary optimization to the design of the hypersonic vehicle is considered in

Chapter7. A summary of this research, as well as future research directions is presented

in chapter8.
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2

MATHEMATICAL PRELIMINARIES.

In this chapter mathematical results used in the rest of thisdissertation are presented

in a general form. In subsequent chapters application specific expressions derived from

these results are used in order to gain system-specific insight. Section2.3 presents results

on performance limitations in various metrics. A discussion on the numerical optimization

techniques used in this dissertation can be found in Section2.2.

2.1 Notation and Preliminaries

2.1.1 Overview

In this section the notation and results used in the rest of this chapter are presented. The

theorems are presented in a general form, and specific applications are considered later in

this chapter. The definitions and theorems provided here canbe found in several references

[43, 44], and are provided here for completeness.

2.1.2 Definitions

Definition 2.1.1 (Convex Set)A setS in a vector space (over real numbers)X is said to

be convex if for everyx1, x2 ∈ S, and for everyt ∈ [0, 1], tx1 + (1− t)x2 ∈ S.

Definition 2.1.2 (Convex function) A real valued functionf : S → R (whereS is a

convex set in a vector spaceX) is said to be a convex function if, for everyx1, x2 ∈ S,

and everyt ∈ [0, 1], f(tx1 + (1− t)x2) ≤ tf(x1) + (1− t)f(x2).
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Definition 2.1.3 (Linear operators) Let X and Y be vector spaces over a fieldK. A

functionf : X → Y is said to be a linear operator if:

f(x1 + x2) =f(x1) + f(x2) (2.1)

f(αx) =αf(x) (2.2)

∀ x1, x2, x ∈ X, α ∈ K.

Definition 2.1.4 (Bounded linear operators)Consider two normed vector spacesX, and

Y . A linear operatorf : X → Y is said to be a boundediff f is a continuous linear

operator fromX to Y . The induced norm off is given by:

‖f‖ = sup
x∈X
x 6=0

‖f(x)‖Y
‖x‖X

. (2.3)

Definition 2.1.5 (Dual spaces)The collection of all bounded linear functionals from a

normed vector spaceX to R is denoted byX∗ (also known as the dual space ofX). When-

ever a linear functional is represented by some elementx∗ ∈ X∗, < x, x∗ > denotes the

linear functional evaluated atx.

Definition 2.1.6 (Annihilator space) Let S be a subset of a normed linear spaceX. The

annihilator ofS (denoted byS⊥) is the set of elementsx∗ of the dual space ofX such that

< x, x∗ >= 0 ∀ x ∈ X.

Definition 2.1.7 (Alignment) x∗ ∈ X∗ andx ∈ X are said to be aligned if< x, x∗ >=

‖x‖‖x∗‖.

8



2.1.3 Theorems

Theorem 2.1.1 (Minimum distance) Let x be an element in a normed linear spaceX,

and letS be a subspace ofX.

inf
s∈S
‖x− s‖ = max

a∗∈S⊥

< x, a∗ > (2.4)

where the maximum is achived for somea∗
o with ‖a∗

o‖ = 1. If the infimum is achieved by

someso ∈ S, thenx− so is aligned toa∗
o.

Theorem 2.1.2 (Existence)Let X be a topological vector space, andf be a lower semi-

continuous functional onX. If S is a compact subset ofX, theninfx∈S f(x) has a solution

xo ∈ S.

While the requirement thatS be compact might seem restrictive, a solution to the minimum

distance problem can be shown to exist by proving that the subspace isweak∗ closed [44].

We use the result in theorem2.1.1 for several vector space optimization problems (such as

model matching problems) presented later in this chapter. These results are used in other

chapters to illustrate fundamental performance limitations of systems.

Theorem 2.1.3 (Schur Complement)Consider a symmetric matrix M, and the Schur

complements ofA andC (SA andSC respectively) given by:

M =







A B

BT C







SA = C −BT A−1B

SC = A−BC−1BT
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Then we have the following conditions:

• M > 0⇔ A > 0, SA > 0.

• M > 0⇔ C > 0, SC > 0.

• If A > 0, thenM ≥ 0⇔ SA ≥ 0.

• If C > 0, thenM ≥ 0⇔ SC ≥ 0.

The Schur complement can be used to convert quadratic inequalities to LMIs using the

conditions listed above.

2.2 Numerical optimization

2.2.1 Overview

In this dissertation we examine several optimization problems that are of interest to system

and control design engineers. There are several important problems for which closed

form (analytical) solutions do not exist, requiring numerical methods for finding a suitable

solution.

While there are many interesting optimization problems in system and control theory

for which there do not currently exist efficient optimization algorithms, this dissertation

focuses on problems which can be solved efficiently. While this excludes several problems

which are of interest in the design of control systems, the main objective of this work is

on integrating control design ideas into the development ofspecifications and systems.

Control design metrics for which computationally efficientsolutions do not currently exist

are difficult to integrate into the system and specification phase. Control metrics that
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can be quickly computed, on the other hand, can help limit thespecification or design

space, simplifying the iterative nature of the specification-system-controller design process.

In the rest of this chapter, we consider several numerical approaches used in the rest of

this dissertation. We first discuss convex optimization problems in Section2.2.2, followed

by a discussion of linear matrix inequalities (a specific type of convex optimization

problems). Other numerical optimization problems used in this dissertation is discussed in

section2.2.4.

The material presented here can be found in several references: convex optimization

[45], linear matrix inequalities [46], and bilinear matrix inequalities [47, 48]. The material

presented here is by no means exhaustive, and only those concepts that are directly utilized

in the dissertation are provided for completeness.

2.2.2 Convex Optimization

Convex optimization deals with the minimization of a convexfunction over a convex set as

follows:

min
x∈X

f(x) (2.5)

whereX is a closed convex set, andf is a convex function. Instead of a convex set, a

convex optimization is often formulated in terms of convex constraints as given below:

min
x

f(x) (2.6a)
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subject to

gi(x) ≤ 0 (2.6b)

hj(x) = 0 (2.6c)

wheregi(x) (i = 1, 2, . . . , m) are convex functions, andhj(x) (j = 1, 2, . . . , n)

are affine functions. If the cost and constraint functionalsare all linear, then the above

optimization is a linear programming problem.

There are several methods to solve convex optimization problems. Some common

approaches include [49] (1) interior-point methods, (2) cutting-plane methods, and (3)

subgradient methods. Subgradient methods are easy to implement, and can handle non

differentiable convex functions [50].

Some common optimization problems that are convex include:

• Linear programming.

• Quadratic programming.

• Semidefinite programming.

• Linear Matrix Inequalities.

Linear Matrix Inequalities are of special interest in the design of control systems, and

are explored in greater detail next.
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2.2.3 Linear Matrix Inequalities for Linear Systems

Several important problems in the design of control systemscan be formulated as linear

matrix inequalities (LMIs). LMIs are convex optimization problems, and several efficient

algorithms for solving LMIs exist. Some common control problems that can be formulated

as LMIs include:H∞ minimization, finding holdable ellipsoids, computing regions of

attractions, etc.

Linear Matrix Inequalities have the following general form:

S(x) = S0 +

m
∑

i=1

xiSi > 0 (2.7)

whereSi ∈ R
n×n (i = 0, 1, . . . , m) are symmetric matrices, andx ∈ R

m is the variable.

SinceS(x) is a symmetric matrix, some of the terms in the LMI expressions can be omitted

(replaced with a∗). In this dissertation, only the upper or lower triangular elements of the

symmetric LMI matrices are shown. The difference between Equation (2.7) and a nonstrict

version of it is addressed in [46].

We start by presenting the general state-space model for this class of systems, followed

by the LMI expressions for different metrics.

LMI Models

Consider a linear plant described by the following state space expression:

ẋ = Ax + Buu + Bww (2.8a)

z = Czx + Dzuu + Dzww (2.8b)
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wherex ∈ R
nx is the state vector,u ∈ R

nu is the vector of control signals, andw ∈ R
nw

is the vector of disturbances. In this section we use a staticfull-state feedback control law

u = Kx, whereK ∈ R
nu×nx. In order to convexify the LMI expressions, we rewrite the

control law as follows:K = Y Q−1 whereY ∈ R
nu×nx, andQ ∈ R

nx×nx is a positive

definite matrix.

Stability

The condition for the quadratic stability of the closed loopis given by the following ex-

pression:

AQ + QAT + BuY + Y T BT
u < 0 (2.9)

H∞ norm

TheH∞ norm of the closed loop system (theL2 induced norm or energy gain fromw to z)

is less thanγ (γ > 0) if [ 51]:













AQ + QAT + BuY + Y T BT
u ∗ ∗

BT
w −γI ∗

CzQ + Dz,uY Dz,w −γI













< 0 (2.10)

Constraints on the control input

Norm constraints on the input vectoru = Kx can be enforced by making use of concepts

from holdable ellipsoids. Let us assume thatxo is the initial state of the system, and that

there are no disturbances. Then the constraint‖u(t)‖ ≤ u ∀ t > 0 is enforced if the
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following LMIs hold:







1 ∗

xo Q






≥ 0







Q ∗

Y u2I






≥ 0 (2.11)

A different constraint on the input can also be used:‖u(t)‖max
def
= maxi |ui(t)|. For

this metric, the constraint on‖u(t)‖max ≤ u ∀ t > 0 is satisfied if the following LMIs hold:







1 ∗

xo Q






≥ 0







Q ∗

Y u2I






≥ 0 Xii ≤ u2 (2.12)

2.2.4 Polynomial Matrix Inequalities

Several important control problems cannot be formulated asLMIs. For example, static

output feedback control [52] problems can be formulated as bilinear matrix inequality

(BMI) optimizations. BMI problems, however, are often nonconvex (for example consider

the simple BMI set described by the expression1− xy > 0, as shown in figure1).

While BMIs can describe a much larger class of problems, theyare more computation-

ally complex to solve as they are not convex (specifically, they are NP-hard problems [53]).

In order to find a global optimum value a branch and bound approach can be used [47, 54]

([48] compares the performance of a branch and bound approach with an evolutionary

algorithm for several common control metrics). PenBMI [55] is the solver used for solving

BMI problems in this work.

These issues also arise in solving more complex matrix inequalities, such as polynomial

matrix inequalities (PMIs). PMI problems (of which BMIs area special case) are also
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Figure 1: Bilinear Matrix Inequality 1-xy: Non-convex

non-convex in general, but in some cases SDP representations can be found to simplify

the problem using LMIs in a lifted space [56]. A hierarchy of LMI relaxations to solve

polynomial matrix inequalities is considered in [57].

In this work, both the plant and the controller are designed in an integrated framework.

If the state space matricesA, B, C, or D are affine functions of a variable, the LMIs

presented in Section2.2.3are now bilinear matrix inequalities. Such a problem formulation

is considered in Chapter3.
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2.3 Limits of Performance

2.3.1 Overview

In this section, we examine several performance metrics that are of interest to control

engineers. Some of these performance metrics are plant-centric (i.e. they can be computed

without implicitly or explicitly designing a controller),while others require the design

of stabilizing controllers. Examples of controller independent specifications include:

computing the range of the plant (signal space), and null-controllability region estimation.

Controller dependent specifications include computing theminimum achievableH∞

performance (through LMIs).

The main objective (of considering performance limitations) is to include control

metrics early in the system-design phase. If control limitations are incorporated early into

the system/specification design process, we can: (1) designspecifications that are more

likely to be achievable, (2) design systems that are easier to control, and (3) reduce the

number of specification-system-controller design iterations.

The focus is on metrics that can be quickly computed (and can therefore be easily

incorporated into the vehicle design process); specifically, we consider metrics that can

be computed analytically or can be formulated as a convex optimization problem (e.g.

via Youla parameterization). In case we restrict controller to static full state-feedback

control laws, several common control design problems can beformulated as Linear Matrix

Inequalities (LMIs). An overview of convex optimization and LMIs (and related control

design problems) can be found in section2.2.
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In the rest of this section we present several performance metrics (and how to compute

them) that are of interest in the control-design phase. Where performance bounds can be

computed, we present the limits of achievable performance as well. These metrics are

broadly divided into two categories: (1) Frequency domain metrics, and (2) Time-domain

metrics. The material presented in this section have appeared in several publications [9, 11].

2.3.2 Frequency Domain Metrics

Bode Integral

The Bode sensitivity integral for MIMO systems is determined by the location of the (N)

unstable open loop poles [58]:

∑

j

∫ ∞

0

ln σj (S(jω)) dω = π

N
∑

i=1

Re(pi) (2.13)

Since our plant is strongly stabilizable, a lower bound on the integral can be found using

just the plant pole. In addition, the pole can be expressed interms of the pitch rate stability

derivative of the plant.

Sensitivity Bounds

We have the following relation for peak sensitivity and complementary sensitivity at the

plant output:‖S‖∞ ≥ c, ‖T‖∞ ≥ c, where

φ = arccos |yH
z yp| (2.14)

c =

√

sin2 φ +
|z + p|2
|z − p|2 cos2 φ (2.15)
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whereyz is output directionality of the NMP zero,yp is the output directionality of the

RHP pole, andφ is the angle between them.

For a SISO plant with a single right-half plane zeroz and right half plane polep, the

following holds [59]:

∫ ∞

0

ln |S(jω)| 2z

z2 + ω2
dω = π ln

∣

∣

∣

∣

p + z

p− z

∣

∣

∣

∣

(2.16)

Additionally, we have the following bound on the impact of multiplicative output un-

certaintyEO and input uncertaintyEI on the resulting sensitivityS ′:

σ̄(S ′) ≤ σ̄(S)σ̄((I + EOT )−1) (2.17)

σ̄(S ′) ≤ γ(P )σ̄(S)σ̄((I + EITI)
−1) (2.18)

2.3.3 Time Domain Metrics

Plant Range

The range of the plant is the set of all signals achievable by aplant subject to input

constraints. Input signal constraints include saturations, rate limitations, and stability

requirements (i.e. the signal must stabilize the system).

Non-minimum phase zeros restrict the plant range irrespective of inputs constraints

[44]. Feasibility of norm bounded trajectory specifications can be quickly verified using

vector space or convex optimization techniques [43].

Input constraints can be handled using a finite basis to approximate the input. While

continuous time optimal control ideas can be used, they often require stronger constraints

19



(such as differentiability) which are only applicable to some of the metrics. If we use an

input basis, theL1 andL∞ optimization can be transformed into a finite dimensional linear

program, while theL2 norm minimization becomes a finite dimensional convex (quadratic)

optimization problem.

Example 2.3.1 ConsiderPtoy, 1 = p(z−s)
z(s+p)

, and a trajectoryY = τ
s(s+τ)

. Table2.1 shows

the minimum output error achievable (in absence of input constraints).

Norm Minimum error Minimum error Optimal Input
(norm) (signal) (signal)

L1
τ

z(z+τ)
τ

z(z+τ)
τ2(s+p)(s+z+τ)

p(z+τ)s(s+τ)

L∞
τ

z+τ
τ

zs(z+τ)
zτ(s+p)
ps(s+τ)

Table 2.1: Limit of tracking accuracy forPtoy, 1

L2 error minimization results in finiteL1 andL∞ norm errors. TheL1 error minimizer

has an impulse, and theL∞ optimization results in non-zero steady state error (it is

possible to get arbitrarily close to the optimalL∞ norm error with zero steady state error

[60]).

Figure2 illustrates the minimum pole location required to meet various (lower) satu-

ration constraints based on the plant zero and desired settling time. The sign of the lower

saturation bound is assumed to be negative.

From Table2.1and Figure2:

• The optimal control signals are stable (i.e. the NMP zero is not canceled).

• The control signal must cancel the RHP pole - an internally stabilizing feedback

controller achieves this.
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Figure 2: Variation in peak undershoot for optimal control signal

• Smaller plant instabilities result in greater control undershoot.

This analysis suggests that greater instability is desirable to reduce undershoot in the

controls; some drawbacks of large instabilities include frequency domain waterbed effects,

smaller null controllability regions, etc. The null controllability region is examined next.

Null-Controllability Region

The Null-Controllability Region (NCR) represents a fundamental performance limitation

of unstable systems with actuator saturation constraints[61].

Definition 2.3.1 (Null-Controllability Region) A statexo is said to be null controllable if

there exists aT ∈ [0,∞) and an admissible controlu such that the state trajectory of the
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system satisfiesx(0) = xo andx(T ) = 0. The set of all null controllable states is called

the null controllability region of the system.

We assume that the control saturation bounds are closed, convex, and include the

origin. The NCR is nonempty (it contains the origin). For stable systems, the entire space

is in the NCR. For unstable systems with finite saturation bounds, the NCR is not the entire

space [62].

Example 2.3.2 Consider the plantPtoy, 2 = 1
s−1

. A state space representation isẋ = x+u.

Let the input saturation bounds be±1. The NCR is−1 ≤ x ≤ 1.

However, tracking a commandx = 1 might be unachievable for the example above

(modeling errors affecting DC gain), or the system might be pushed out of the NC region

(due to disturbances). The NCR computation has been examined for continuous/discrete

systems (with input and state constraints) [63]. In this chapter, a saturation constraint is

also included in the formulation. Clearly, the null controllability region is bounded only

along the direction of the anti-stable modes (since any excitation of the stable modes

would decay without any control action).

Let our system be described by the state space representation (A, b, C, 0), and have only

one unstable mode. If we have a symmetric saturation bound onour system of±ū, then

the limit of the null controllability region alongq can be expressed as:

λ =
‖p ∗ b‖
‖p ∗ q‖ ū (2.19)

wherep andq are the left and right eigenvectors ofA associated with this unstable mode.

If the system reaches a state whose component alongq is greater thanλ, then the system
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will go unstable.

Computing the NCR for non-symmetric saturation bounds is explored in [61]. For

multi-input systems, the NC sets of each input considered independently and combined

[61, 64].

We observe the following from equation (2.19):

• The larger the instability (keeping the directionality constant), the smaller the NCR.

• The smaller the saturation bound, the smaller the NCR.

• If the system enters a state outside the NCR, its trajectory will be unstable.

The directionality of the trajectory and trajectory-robustness (as related to the NCR) is

examined next.

The NCR is limited in the direction of the unstable right-eigenvector. It is desirable to

maximize the gap between the vehicle trajectory from the NC boundary due to disturbance

robustness, and stickiness [61]. The vehicle can be designed to maximize the trajectory-

boundary gap.
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Example 2.3.3 Consider two plantsPtoy,3 and Ptoy,4, whose state space representations

are given below:

Ptoy,3 =













1 1

0 −1






,







1

1






,

[

1 0

]

, 0






(2.20)

Ptoy,4 =













1 1

0 −0.9






,







1

1






,

[

1 0

]

, 0






(2.21)

Both plans have the same unstable right-eigenvector[1, 0]T , and are assumed to have

the same input saturation bound (±0.5). The desired trajectory has a steady state output

of 1. In the absence of disturbances, both plants can achievethe desired output. The NCR

region for each plant is given by:

SNC,3 = Co

















0.75

0






,







−0.75

0

















∪ span

















−0.4472

0.8944

















(2.22)

SNC,4 = Co

















0.763

0






,







−0.763

0

















∪ span

















−0.4657

0.8849

















(2.23)

whereCo denotes the convex hull of the vectors.

Based on steady state analysis, the terminal conditions are:

uss,3 = −0.5, xss,3 =







1

−0.5






, gss,3 = 0.75 (2.24)

uss,4 = −0.4737, xss,3 =







1

−0.5263






, gss,4 = 0.7230 (2.25)
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gss,i denotes the component of the steady-state vector along the unstable mode for theith

plant.

We observe the following:

• Ptoy,3 has no control margin for uncertainty.

• Ptoy,3 has a smaller state disturbance rejection margin (“closer”to its NCR bound-

ary).

The above example only considered the steady state - a complete approach must

consider the distance of the entire trajectory from the NCR boundary. Additionally, the

minimum gap at steady state must be computed over all states that have the desired output.

The robustness analysis is performed for a specific state space representation. In

general, linear plants can be expressed in several equivalent forms. Under an invertible

linear transformation̂x = Sx, a statexo is null-controllable (for the original state

space model) iffx̂o = Sxo is null-controllable using the transformed state space model

i.e. the NCR undergoes the same transformation as the states, and state disturbances.

However, any metric on the robustness of the trajectory mustbe invariant to state/control

transformations.

Robust Null-Controllability Region

The above definition of NCR only requires the existence of a admissible control signal to

bring the system to the origin. However, the control signal might have discontinuities that

are not realizable by an actual controller. To address this issue, we can restrict our attention
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to control signals that come from a state feedback controller. An additional drawback is

that the NCR does not have a notion of robust states. To address this, we define a new

region called the Robust Null Controllability Region (RNCR) informally below.

Definition 2.3.2 (Robust Null-Controllability Region) A statexo is said to be in the

Robust Null-Controllability Region if there exists a “robust controller K such that the

resulting control signal is admissible and the state trajectory follows the following

boundary conditions:x(0) = xo, andlimt→∞ x(t) = 0.

The exact specifications of a robust controller depends on the system designer. Due

to the difficulties in addressing the existence of such a robust controller, we limit our

attention to state-feedback controllers (which can be found via LMIs). The RNCR is the

union of all regions of attraction over all robust controllers.

The size of the (Robust) Null-Controllability region (along the unstable eigenvector

directionp) under a state-feedback law is given by the following optimization (excluding

stability constraints from Equation (2.9)):

max
Q,Y,λ

λ

subject to

(2.26)

Q > 0

λ > 0






1 λpT

λp Q






≥ 0

(2.27)
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It should be noted that while the NCR is not limited along stable eigenvector directions, the

state-feedback NCR conditions can be violated by moving toofar along stable eigenvectors

(due to a violation of Equation (2.27)).

The RNCR (computed using state-feedback) has the followingadvantages:

• Easy to compute using LMIs.

• Guarantees the existence of robust controllers to stabilize the system.

We also have the following ordering of the above regions:

RNCR (using state feedback)⊂ NCR (using state feedback)⊂ NCR

2.4 Summary

In this chapter we presented several mathematical results that will be used in the rest of

this dissertation. Several common control design problemswere formulated as convex

optimization problems using Linear Matrix Inequalities. These LMIs (and similar BMI

problems) are revisited throughout this dissertation, as they are of interest to control

system designers.

Fundamental performance metrics (such as lowest tracking error achievable, smallest

peak sensitivity, and null-controllability regions) werealso examined. While these results

presented in this chapter are optimistic (i.e. they neglectcertain ‘real-world limitations),

they can be quickly computed and thus represent an importanttool in evaluating system

designs.
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The metrics presented in this chapter are used in the integrated design framework

considered in the next chapter.

28



3

INTEGRATED DESIGN AND CONTROL OF DYNAMICAL SYSTEMS

3.1 Overview

In this chapter we present the main focus of this dissertation: a multidisciplinary optimiza-

tion framework to integrate system and control design metrics using BMIs (Algorithm

1 presents the pseudocode for the algorithm). In later chapters we shall examine the

computation time associated with finding equilibriums and linearizing models from

nonlinear differential equations (see Table4.5 for a quick summary). Due to the high

computation cost associated with evaluating different designs, we use approximations to

reduce the number of exact function evaluations required.

Any algorithm used for multidisciplinary optimization must be capable of including

system and control constraints - the methodology presentedin this chapter can handle

multivariate polynomial constraints (representing system design constraints), as well as

control constraints that are traditionally formulated using linear matrix inequalities. This

is done by using affine approximations for the plant model, and BMI solvers for numerical

optimization.

The rest of this chapter is organized as follows: a frameworkto perform integrated

system and control design is presented in Section3.2, followed by a discussion of its

capabilities and limitations. Section3.3summarizes the work done in this chapter.
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3.2 Integrated System-Controller Design

In this section we examine an integrated system-controllerdesign problem. We present

a description of the system and the controller, follow by theformulation of the exact

problem. Due to the complexity involved in solving the exactproblem, we solve an

approximation to the original problem using bilinear matrix inequalities (a discussion on

LMIs and BMIs can be found in Section2.2). By iteratively restricting the search space

and improving the approximation, we attempt to solve the system-control design problem.

Multidisciplinary optimization can be computationally complex, with non-convex

objectives and constraints that can be expensive to evaluate. In order to improve the com-

putation time required, we approximate the plant using an affine model, and constraints are

approximated by multivariate polynomials. Once a design for the approximate problem is

found, the exact plant (at the ‘optimal design parameters) is computed. If the exact system

satisfies the design requirements, a feasible solution has been found. If it is not feasible,

we use the new model to improve the approximations and repeatthe optimization. This

procedure is repeated till we get a feasible solution, or no feasible solution is believed to

exist (i.e. some termination condition is satisfied).

This algorithm is used in later chapters in order to improve the vehicle design procedure

for an air-breathing hypersonic vehicle. Since the initialobjective is to obtain a set of

feasible designs (rather than an optimal design - which can involve metrics that are hard to

quantify), the optimization problems are formulated as tests for feasibility. They can be

easily modified to optimize a particular objective function, if desired.
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3.2.1 System Description

Consider a nonlinear system described by the following differential equations in the stan-

dard state-space form:

ẋ =A(p(t), ρ(t))x(t) + Bu(p(t), ρ(t))u(t) + Bw(p(t), ρ(t))w(t) (3.1)

z(t) =Cz(p(t), ρ(t))x(t) + Dz,u(p(t), ρ(t))u(t) + Dz,w(p(t), ρ(t))w(t) (3.2)

where t denotes time,x ∈ R
Ns is the vector of states (Ns is the number of states),

u ∈ R
Nu is the vector ofNu control signals,w ∈ R

Nw denotes the vector ofNw

exogenous inputs (such as reference commands, disturbances, etc).A, B∗, C∗, D∗ are the

state space matrices,ρ is a vector denoting the operating conditions, andp is the vector of

design parameters (of dimensionNp). z are the performance signals of interest. We also

assume thatΘ denotes the operating conditions of interest (i.e.ρ(t) ∈ Θ ∀t ∈ [0,∞)), and

Φ ⊂ R
Np denotes the set of all acceptable plant parameters.

The constraint setΦ can be specified explicitly (such as a bounding box for the setof

acceptable designs) and/or through constraint equations.When the design parameters lie

in a closed convex polytope, the constraints on the plant parameters can be expressed as a

linear inequalities (intersection of half-spaces) [65].

While there are infinitely many possible operating points, we sample the space to get a

finite set of operating conditions i.e.ρ ∈ [ρ1, ρ2, . . . , ρNρ ], whereNρ is the number of

operating point samples. We refer to the set of sample pointsasSρ

In this dissertation, we use an affine approximation for the state space model of the

plant as shown here:
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Aj(p)
def
=Aj,0 +

Np
∑

i=1

Aj,ipi (3.3)

Bu,j(p)
def
=Bu,j,0 +

Np
∑

i=1

Bu,j,ipi (3.4)

Bw,j(p)
def
=Bw,j,0 +

Np
∑

i=1

Bw,j,ipi (3.5)

ẋj =Aj(p)xj(t) + Bu,j(p)u(t) + Bw,j(p)w(t) (3.6)

zj(t) =Czxj(t) + Dz,uu(t) + Dz,ww(t) (3.7)

whereNp is the number of plant parameters, andj ∈ [1, 2, . . . , Nρ] is an index for the

operating point. Therefore, we consider one affine model forthe plant at each operating

point.

We make the following assumptions about the system:

Assumption 3.2.1 (Controllability and Observability) We assume that the system is ob-

servable and controllable for all operating conditions of interest, and all vehicle designs

being considered.

Assumption 3.2.2 (Dimensions of the System)We assume that the dimensions of the lin-

earized system does not change based on the operating conditions.

3.2.2 Controller Description

Since this is a preliminary design phase, where we are interested in computing the limits of

performance, we use a static full-state feedback control law. Such a control law assumes

that all states are measurable (in practice, some states might be estimated using an observer,

which requires the system to be observable). For a single plant staying ‘close’ to one
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operating point, we parameterize the control law as follows:

u =Kx (3.8)

=Y Q−1 (3.9)

Q ≥0 (3.10)

whereu ∈ R
Nu is the control vector,x ∈ R

Ns is the state vector,K ∈ R
Nu×Ns is

the static control law parameterized byK = Y Q−1, Q ∈ R
Ns×Ns is a positive definite

matrix.

In Section2.2.3 several controller design problems were presented as LMIs.These

design problems involved the state-space matrices of the plant, and hence depend on the

system design parameterp, and the operating conditionρ. However, we are not interested

in finding a control law for every possible design parameterp, but only for the final/optimal

design parameterp∗.

For a plant specified by a design vectorp, the control law depends on the operating

point ρ. The nonlinear control law is given byKp(ρ) : Θ → R
Nu×Ns. Since the plant is

approximated as an affine function of the plant parameter at aset of fixed operating points

(see equation (3.3) above), we design the controller at the same operating points as well;

instead of obtaining a nonlinear control lawK(ρ) directly, we compute one controller for

each sample operating pointKp,ρj
, j ∈ [1, 2, . . . , Nρ] and schedule the controller to

obtain a nonlinear control law. Several methods for interpolating controllers between the

operating points have been discussed in [66].
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While the parameterization of the controllers (in terms ofY andQ) allows us to for-

mulate common control constraints as BMIs, the computational complexity of the problem

is not reduced (BMIs are NP-hard - see Section2.2.4). However, a non-parameterized

controller would result in the control metrics being Polynomial Matrix Inequalities (PMIs)

of order at least three. While PMIs can be reduced to BMIs withaugmented variables and

equality constraints, this would increase the dimensionality of the problem significantly.

By parameterizing the controller, however, we cannot manipulate the structure of

the controller directly. Additional constraints are needed to limit the control design to a

decentralized architecture, for example.

3.2.3 Exact Problem Formulation

The general integrated system-control design problem addressed in this dissertation can be

formulated as given below:

min
p,Kp(ρ)

1 (3.11a)

subject to

G(p, ρ, Kp(ρ), P (p, ρ)) ≤0 (3.11b)

wherep is the design parameter vector,Kp(ρ) is a operating point dependent control law,

P (p, ρ) is the nonlinear plant model that depends on the design parameters and operating

condition, andG is the constraint equations.
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3.2.4 Approximate Problem Formulation

The exact problem formulation above can be quite difficult tosolve. The plant, controller,

and constraints can be nonlinear functions of the plant parameterization and operating

points. As a first step, we approximate the plant and constraints at the chosen operating

points in order to simplify the problem.

Based on the approximations to the plant in Equation (3.3), the problem described in

Equation (3.11) can be modified as follows:

min
p,Kp,j

1 (3.12a)

subject to

Ĝj(p, Kp,j, P̂j(p)) ≤0 (3.12b)

where j ∈ [1, 2, . . . , Nρ], P̂j denotes the affine approximation to the state space

representation of the plant at operating pointρj , and Ĝj is an approximation to the

constraintG at the operating pointρj . Clearly, we have one approximation forP at each

operating point; however, the parameterp is the same across all operating points.

The cost and constraint functions can include both control-relevant metrics as well as

system design metrics. In this dissertation, we use BMIs andmultivariate polynomials

to approximateĜρj
. Using a BMI solver, we attempt to solve the approximate optimiza-

tion problem (and compare the result with other solvers). This solution to an approximate

optimization problem forms the core of the iterative optimization approach.
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Some common control constraints can be formulated as LMIs (using the parameteriza-

tion in Equation (3.8)) as shown in Section2.2.3. However, since the state space matrices

for the plants are approximated as affine functions of the parameters (as in Equation (3.3)),

the control constraints are now BMIs (see Section2.2.4).

3.2.5 Iterative Solution

In order to obtain a solution to the exact problem in Equation(3.11), we solve a series of

approximate optimization problems (described by Equation3.12) in an iterative process, as

described below in Algorithm1. The following notation is used:

• Sρ: The set of sample points of the operating spaceΘ.

• p: R
Np vector parameterization of the plant

• Φ: The set of acceptable plant designs,Φ ⊂ R
Np.

• Ω0: A N dimensional simplex;Ω0 ⊂ Φ.

• Sρ: Set ofNρ operating point samples.

• P (p, ρ): Nonlinear plant.

• P̂ (p,Sρ): Approximation to the plantP .

• G(p, ρ): Inequality constraint (denoted byG for brevity).

• Ĝ(p,Sρ, P̂): Approximation toG in a restricted set (denoted bŷG for brevity).

• ε: Branching termination criteria.

• Q: A queue of simplices still to be evaluated.
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Algorithm 1 Iterative Multidisciplinary Optimization: Feasibility

Require: Sρ, Ω0, G, P (p, ρ), ε
1: Q← Ω0 . Q: queue of simplexes
2: while Q is not emptydo
3: PickP (verticesVP,i) from Q (i ∈ [1, . . . , Np + 1])
4: Obtain approximationŝG, P̂ using values atVP,i

5: Findp∗ ∈ int(P) such thatĜ(p∗) < 0 . Solve approximate problem feasibility
6: if p∗ existsthen
7: if G(p∗) ≤ 0 then . Test feasibility for exact problem
8: Clear Q,return p∗ . Feasible solution found
9: else

10: if size(P) < ε then
11: continue with Q . Polytope too small, don’t branch further
12: end if
13: end if
14: else . Approximate problem not feasible
15: if size(P) < ε then
16: continue with Q . Polytope too small, don’t branch further
17: else
18: Setp∗ = centroid(P) . Polytope large, branch
19: end if
20: end if
21: Split upP into sub-simplexes usingp∗ as a fixed vertex of all sub-simplexes.
22: Push each sub-simplex intoQ
23: end while

The use of a queue in Algorithm1 makes the algorithm a breadth first search (BFS)

type of algorithm. If we wish to use a depth-first-search algorithm, a stack can be used

instead. Alternatively, the elements of the list of simplexes to evaluate can be reordered

based on a ranking function (such as ‘distance’ to feasibility) to improve the speed of the

algorithm.

Tthe approximate feasibility problem (Line5 of Algorithm 1) can be solved using

several optimization algorithms. In this dissertation, wecan express the constraints as

BMIs and multivariate polynomials; these problems can be addressed using a BMI solver.

Alternatively, we can use a pattern search or direct search based algorithm, or using a
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(approximate) gradient based approach (such as NPSOL); in both cases, the approximate

constraint evaluations are fast, since the controller design problem is an LMI (for a given

plant configuration, the controller design problem is an LMI).

3.2.6 Properties

We shall now examine the advantages and limitations of Algorithm 1. Some of the advan-

tages of the algorithm include:

Initialization : The algorithm does not require the initial vertices of the polytope to be

feasible.

Parallelization : The algorithm can easily be parallelized since the optimization on each

element in the queue is independent.

The algorithm has several limitations, however, as listed below:

Complexity : In each iteration of the algorithm, a BMI problem (NP-hard)must be solved.

While efficient branch-and-bound techniques exist, such problems are hard to solve.

Controller Structure : The parameterization of the controller prevents us from directly

imposing structure on the control law.

Problem size : Since we parameterize the controller, the problem size grows non-linearly

(at least quadratic) with the model size.

Two approaches to improve the spped of the algorithm are: (1)the termination factor

ε can be increased (at the cost of accuracy of the solution), (2) if a non-feasiblep∗ is too

close to the existing vertices of the polytope, it can be moved to the centroid of the polytope.
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3.3 Summary

In this chapter we considered a multidisciplinary optimization capable of handling system,

specification, and control metrics. Such problems are oftencomputationally expensive;

we would like to reduce the number of function evaluations required to compute feasible

designs. This is achieved through approximating the objective and constraints

In later chapters, we consider the design of air-breathing hypersonic vehicles. We

examine the impact different vehicle configurations have onthe static and dynamic

properties of the vehicle. The results of the trade studies are used in the multidisciplinary

optimization framework to include metrics of interest to control and aerospace designers

while designing the vehicle.
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4

MODELING OF AIR-BREATHING HYPERSONIC VEHICLES.

4.1 Overview

In this chapter, we examine the model of a 3-DoF air-breathing hypersonic vehicle. A

nonlinear model is presented, and the impact of certain modeling assumptions (specifically

with regards to the vehicle exhaust plume) are examined. An alternative approach to

computing pressures in the plume is presented, and the numerical properties are evaluated.

The model is used in the next chapter to design controllers and examine the limits of

performance.

Since the historic 2004 scramjet-powered Mach 7 and 10 flights of the X-43A [67–70] ,

hypersonics research has seen a resurgence. Air-breathinghypersonic propulsion is viewed

as the next critical step toward achieving (1) reliable, affordable, routine access to space,

as well as (2) global reach vehicles. There are commercial and as military implications to

both objectives. Rocket-based (combined cycle) propulsion systems [71] are much more

expensive to operate because they must carry oxygen. This isparticularly costly when

traveling at lower altitudes through the troposphere (i.e.below 36,152 ft). They do not

exhibit the desired levels of reliability and flexibility (e.g. airplane like takeoff and landing

options) either. As a result, much emphasis has been placed on two-stage-to-orbit (TSTO)

designs that involve a turbo-ram-scramjet combined cycle first stage and a rocket second

stage. This research focuses on control challenges associated with scramjet-powered

hypersonic vehicles [71–76].
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There main modeling contributions of this dissertation are:

• Engine: The original engine dimensions were inconsistent with the mold line of the

vehicle. We rectify this mismatch by changing the nozzle anddiffuser area ratios.

• Plume: We develop an algorithm to compute the pressures in the vehicle exhaust

(plume) to bring it closer to results obtained from a numerical procedure, while still

significantly improving computation time.

• Plume Impact: We also examine the impact of the plume on the vehicle design and

control algorithm, in order to highlight the need for accurate plume modeling.

In Section4.2, we examine a first principles-based model of the hypersonicvehicle,

and discuss the trimming and linearization of the model in Section 4.3. An alternative to

the conventional plume model is examined in section4.4, where a speed-fidelity trade-off

is examined. Section4.5 investigates the importance of the accuracy of the plume model

on the system and controller design problems through simpleexamples.

4.2 Description of Nonlinear Model

In this section, we consider a first principles nonlinear 3-DOF dynamical model for the

longitudinal dynamics of a generic scramjet-powered hypersonic vehicle [72, 73, 77–87].

The vehicle is 100 ft long with weight (density) 6,139 lb per foot of depth and has a bending

mode at about 20 rad/sec. The controls include: elevator, stoichiometrically normalized

fuel equivalency ratio (FER), diffuser area ratio (not considered in our work), and a canard

(not considered in our work). The vehicle may be visualized as shown in Figure3 [77, 88].

Modeling Approach. The following summarizes the modeling approach that has been

used.
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Figure 3: Schematic of Hypersonic Scramjet Vehicle

• Aerodynamics. Pressure distributions are computed using inviscid compressible

oblique-shock and Prandtl-Meyer expansion theory [74, 87, 89, 90]. Air is as-

sumed to be calorically perfect; i.e. constant specific heats and specific heat ratio

γ
def
= cp

cv
= 1.4 [74, 89]. A standard atmosphere is used to calculate freestream

properties [88].

Viscous drag effects (i.e. an analytical skin friction model) are captured using Eck-

erts temperature reference method [74, 77]. This relies on using the incompressible

turbulent skin friction coefficient formula for a flat plate.Of central importance to

this method is the so-called wall temperature used. The model assumes a nominal

wall temperature of2500◦R [77].

Unsteady effects (e.g. due to rotation and flexing) are captured using linear piston

theory [77, 91]. The idea here is that flow velocities induce pressures just asthe
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pressure exerted by a piston on a fluid induces a velocity.

• Propulsion.A single (long) forebody compression ramp provides conditions to the

rear-shifted scramjet inlet. The inlet is a variable geometry inlet (variable geometry

is not exploited in our work). The model assumes the presenceof an (infinitely

fast) cowl door which uses AOA to achieve shock-on-lip conditions (assuming no

forebody flexing). Forebody flexing, however, results in airmass flow spillage

[87]. At the design cruise condition, the bow shock impinges on theengine inlet

(assuming no flexing). At speeds below the design-flight condition and/or larger

flow turning angles, the cowl moves forward to capture the shock. At larger speeds

and/or smaller flow turning angles, the bow shock is swallowed by the engine. In

either case, there is a shock reflected from the cowl or withinthe inlet (i.e. we have

a bow shock reflection). This reflected shock further slows down the flow and steers

it into the engine. It should be noted that shock-shock interactions are not modeled

[88].

The model uses liquid hydrogen (LH2) as the fuel. It is assumed that fuel mass flow

is negligible compared to the air mass flow. Thrust is linearly related to FER for all

expected FER values. For large FER values, the thrust levelsoff. In practice, when

FER> 1, the result is decreased thrust. This phenomena [87] is not captured in the

model. As such, control designs based on this nonlinear model (or derived linear

models) should try to maintain FER below unity.

The model also captures thermal choking. A (state dependent) saturation level

- associated with FER (e.g. thermal choking and unity FER) - and a useful FER
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margin definition (one that can be used for the design of control systems for

scramjet-powered hypersonic vehicles) was addressed in [3]. Finally, it should be

noted that the model offers the capability for addressing linear fuel depletion.

• Structural. A single free-free Euler-Bernoulli beam partial differential equation

(infinite dimensional pde) model is used to capture vehicle elasticity. As such,

out-of-plane loading, torsion, and Timoshenko effects areneglected. The assumed

modes method (based on a global basis) is used to obtain natural frequencies, mode

shapes, and finite-dimensional approximants. This resultsin a model whereby the

rigid body dynamics influence the flexible dynamics through generalized forces.

Within the current model, forebody deflections influence therigid body dynamics

via the bow shock which influences engine inlet conditions, thrust, lift, drag, and

moment [83]. Aftbody deflections influence the AOA seen by the elevator. Assuch,

flexible modes influence the rigid body dynamics.

• Actuator Dynamics.Simple first order actuator models (contained within the original

model) were used in each of the control channels: elevator -20
s+20

, FER - 10
s+10

,

canard - 20
s+20

(Note: canard not used in our study). Elevator position and rate satu-

ration become very important given the vehicle’s (open loop) unstable dynamics [88].

Generally speaking, the vehicle exhibits unstable non-minimum phase dynamics with

nonlinear aero-elastic-propulsion coupling and critical(state dependent) FER constraints.
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The model contains 11 states: 5 rigid body states (speed, pitch, pitch rate, AOA,

altitude) and 6 flexible states.

Unmodeled Phenomena/Effects.All models possess fundamental limitations. Realiz-

ing model limitations is crucial in order to avoid model misuse. Given this, we now provide

a (somewhat lengthy) list of phenomena/effects that are notcaptured within the above non-

linear model. (For reference purposes, flow physics effectsand modeling requirements for

the X-43A are summarized within [92].)

• Dynamics.The above model does not capture longitudinal-lateral coupling and dy-

namics [93] and the associated 6DOF effects.

• Aerodynamics.Aerodynamic phenomena/effects not captured in the model include

the following: boundary layer growth, displacement thickness, viscous interaction,

entropy and vorticity effects, laminar versus turbulent flow, flow separation, high

temperature and real gas effects (e.g. caloric imperfection, electronic excitation, ther-

mal imperfection, chemical reactions such as02 dissociation) [74], non-standard at-

mosphere (e.g. troposphere, stratosphere), unsteady atmospheric effects [94], 3D ef-

fects, aerodynamic load limits. Many of these effects will be most severe along the

aftbody of the vehicle [88].

• Propulsion.Propulsion phenomena/effects not captured in the model include the fol-

lowing: cowl door dynamics, multiple forebody compressionramps (e.g. three on X-

43A [95, 96]), forebody boundary layer transition and turbulent flow toinlet [95, 96],

diffuser losses, shock interactions, internal shock effects, diffuser-combustor inter-

actions, fuel injection and mixing, flame holding, engine ignition via pyrophoric

silane [69] (requires finite-rate chemistry; cannot be predicted via equilibrium meth-

ods [97], finite-rate chemistry and the associated thrust-AOA-Mach-FER sensitivity
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effects [98], internal and external nozzle losses, thermal choking induced phenom-

ena (2D and 3D) and unstart, exhaust plume characteristics,cowl door dynamics,

combined cycle issues [71].

Within [98], a higher fidelity propulsion model is presented which addresses internal

shock effects, diffuser-combustor interaction, finite-rate chemistry and the associ-

ated thrust-AOA-Mach-FER sensitivity effects. While the nominal Rayleigh-based

model (considered here) exhibits increasing thrust-AOA sensitivity with increasing

AOA, the more complex model in [98] exhibits reduced thrust-AOA sensitivity with

increasing AOA - a behavior attributed to finite-chemistry effects. Future work will

examine the impact of internal engine losses, and high temperature gas effect.

• Structures.Structural phenomena/effects not captured in the model include the fol-

lowing: out of plane and torsional effects, internal structural layout, unsteady thermo-

elastic heating effects, aerodynamic heating due to shock impingement, distinct ma-

terial properties [99], and aero-servo-elasticity [100, 101].

– Heating-Flexibility Issues.Finally, it should be noted that Bolender and Doman

have addressed a variety of effects in their publications. For example, within

[73, 83] the authors address the impact of heating on (longitudinal) structural

mode frequencies and mode shapes. Comprehensive heating-mass-flexibility-

control studies will be examined further in a subsequent publication.

It should be emphasized that the above list is only a partial list. If one needs fidelity at high

Mach numbers, then many other phenomena become important; e.g.O2 dissociation [74].
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Longitudinal Dynamics. The equations of motion for the 3DOF flexible vehicle are

given as follows:

v̇ =

[

T cos α−D

m

]

− g sin γ (4.1a)

γ̇ =

[

L + T sin α

mv

]

−
[

g

v
− v

RE + h

]

cos γ (4.1b)

q̇ =
M
Iyy

(4.1c)

ḣ = v sin γ (4.1d)

θ̇ = q (4.1e)

η̈i = −2ζωiη̇i − ω2
i ηi + Ni i = 1, 2, 3 (4.1f)

α
def
= θ − γ (4.1g)

g = g0

[

RE

RE + h

]2

(4.1h)

whereL denotes lift,T denotes engine thrust,D denotes drag,M is the pitching moment,

Ni denotes generalized forces,ζ demotes flexible mode damping factor,ωi denotes flexible

mode undamped natural frequencies,m denotes the vehicle’s total mass,Iyy is the pitch

axis moment of inertia,g0 is the acceleration due to gravity at sea level, andRE is the

radius of the Earth [88].

• States.Vehicle states include: velocityv, FPA γ, altitudeh, pitch rateq, pitch an-

gle θ, and the flexible body statesη1, η̇1, η2, η̇2, η3, η̇3. These eleven (11) states are

summarized in Table4.1.
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] Symbol Description Units
1 v speed kft/sec
2 γ flight path angle deg
3 θ pitch deg
4 q pitch rate deg/sec
5 h altitude ft
6 η1 1st flex mode -
7 η̇1 1st flex mode rate -
8 η2 2nd flex mode -
9 η̇2 2nd flex mode rate -
10 η3 3rd flex mode -
11 η̇3 3rd flex mode rate -

Table 4.1: States for Hypersonic Vehicle Model

• Controls. The vehicle has three (3) control inputs: a rearward situated elevatorδe,

a forward situated canardδc
1 , and stoichiometrically normalized fuel equivalence

ratio (FER). These control inputs are summarized in Table4.2.

] Symbol Description Units
1 FER stoichiometrically normalized fuel equivalence ratio -
2 δe elevator deflection deg
3 δc canard deflection deg

Table 4.2: Controls for Hypersonic Vehicle Model

In the above model, we note that the rigid body motion impactsthe flexible dynamics

through the generalized forces. As discussed earlier, the flexible dynamics impact the rigid

body motion through thrust, lift, drag, and moment. Nominalmodel parameter values for

the vehicle under consideration are given in Table4.3. Additional details about the model

may be found within the following references [72, 73, 77–88].

1In this work, we have removed the canard. Future work will examine the potential utility of a canard as
well as its viability.
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Parameter Nominal Value Parameter Nominal Value
Total Length (L) 100 ft Engine Length 20 ft
Forebody Length
(L1)

47 ft Aftbody Length
(L2)

33 ft

Elevator position (-85,-3.5) ft Elevator Area 17 ft2

Engine inlet height
hi

3 ft Engine exhaust
height he

3 ft

Diffuser area ratio 0.1 Nozzle area ratio 10
Upper forebody
angle (τ1U )

3o Lower forebody
angle (τ1L)

6.2o

Tail angle (τ2) 14.342o Mean Elasticity
Modulus

8.65× 107 psi

Center of gravity (-55,0) ft Weight per unit
width

6.14× 103 lbs/ft

Titanium Thick-
ness

9.6 in Moment of Inertia
Iyy

8.67× 104 slugs ft2/ft

First Flex. Mode
(ωn1

)
19.76 rad/s Second Flex.

Mode (ωn2
)

47.84 rad/s

Third Flex. Mode
(ωn3

)
94.91 rad/s Flex. Mode

Damping (ζ)
0.02

Table 4.3: Vehicle Nominal Parameter Values

In the next section, the impact of the plume model is demonstrated. Speed-fidelity

tradeoffs are addressed. A widely used plume approximationwas introduced within [102]

and used in [72, 87]. The next section will outline an alternative approximation method

and compare it to the previous methods.

4.3 Trim and Linearization

In this section we examine the trimming and linearization ofthe model. Trimming the

vehicle refers to finding an equilibrium point of the nonlinear model presented in Equation

(4.1). Linearization is used to obtain a linear model (small signal approximation) to the

nonlinear differential equations of the vehicle dynamics.The work presented in this section

has appeared in [6].
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4.3.1 Trimming

For a general nonlinear system, we have the following state space representation:

ẋ(t) =f(x(t), u(t)) x(0) = xo (4.2)

where

• f = [ f1(x1, . . . , xn, u1, . . . , um), . . . , fn(x1, . . . , xn, u1, . . . , um) ]T ∈ Rn - vector

of n functions

• u = [ u1, . . . , um ]T ∈ Rm - vector ofm input variables

• x = [ x1, . . . , xn ]T ∈ Rn - vector ofn state variables

• xo = [ x1o , . . . , xno ]T ∈ Rn - vector ofn initial conditions

(xe, ue) is anequilibriumor trim of the nonlinear system at t = 0 if

f(x, u) =0 for all t ≥ 0 (4.3)

Trimming refers to finding system equilibria; i.e. state-control vector pairs(xe, ue)

such thatf(xe, ue) = 0.

• The trimmable region limited by 3 effects:

– Structural loading due to high dynamic pressure q = 2000 psf.

– Thermal choking within engine ([1]).

– FER = 1 ([1]).
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• Many static properties are constant (or fairly constant) along lines of constant

dynamic pressure ([6]).

The general procedure for trimming the vehicle is given below; an optimization based

approach to execute those steps is examined next.

1. Choose Mach and altitude (within trimmable region).

2. Set pitch rate, flexible state derivatives to zero.

3. Setθ = α (level flight orγ = θ − α = 0◦).

4. Solvef(x, u) = 0 for AOA, flexible states, controls (elevator, FER).

In order to obtain the equilibrium numerically, we solve thefollowing optimization

problem:

min
x,u
‖ẋ‖∞ (4.4)

whereẋ is the derivatives of the state (we want them to be small at trim), x is the states

vector,u are the controls. This minimax optimization is solved usingthefminconMATLAB

routine.

Once a trim of the nonlinear differential equation is found,we can linearize the vehicle

about the equilibrium point. This is examined next.
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4.3.2 Linearization

For a general nonlinear system, we have the following state space representation:

ẋ(t) =f(x(t), u(t)) x(0) = xo (4.5)

Y (t) =g(x(t), u(t)) (4.6)

where

• f = [ f1(x1, . . . , xn, u1, . . . , um), . . . , fn(x1, . . . , xn, u1, . . . , um) ]T ∈ Rn - vector

of n functions

• g = [ g1(x1, . . . , xn, u1, . . . , um), . . . , gp(x1, . . . , xn, u1, . . . , um) ]T ∈ Rp - vector of

p functions

• u = [ u1, . . . , um ]T ∈ Rm - vector ofm input variables

• x = [ x1, . . . , xn ]T ∈ Rn - vector ofn state variables

• xo = [ x1o , . . . , xno ]T ∈ Rn - vector ofn initial conditions.

• y = [ y1, . . . , yn ]T ∈ Rp - vector ofp outputs

Let (xe, ue) be anequilibriumof the nonlinear system. A linear state space representa-

tion (ssr) which approximates the nonlinear system near(xe, ue) is obtained:

δẋ(t) =Aδx(t) + Bδu(t) δx(0) = δxo (4.7)

δy(t) =Cδx(t) + Dδu(t) (4.8)
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where

A =













∂f1

∂x1
. . . ∂f1

∂xn

...
...

...

∂fn

∂x1
. . . ∂fn

∂xn













(xe,ue)

B =













∂f1

∂u1
. . . ∂f1

∂um

...
...

...

∂fn

∂u1
. . . ∂fn

∂um













(xe,ue)

(4.9)

C =













∂g1

∂x1
. . . ∂g1

∂xn

...
...

...

∂gp

∂x1
. . . ∂gp

∂xn













(xe,ue)

D =













∂g1

∂u1
. . . ∂g1

∂um

...
...

...

∂gp

∂u1
. . . ∂gp

∂um













(xe,ue)

(4.10)

δu(t)
def
= u(t)− ue δx(t)

def
= x(t)− xe δxo

def
= xo − xe

δy(t)
def
= y(t)− ye ye

def
= g(xe, ue)

Since analytic expressions for the partial derivatives listed in equation4.9 are not

available, they must be approximated numerically using finite differences.

The standard centralized finite difference has been implemented:

df

dx
=

f(x + ∆x)− f(x−∆x)

2∆x
(4.11)

Consider the simple example where

f = sin(x) (4.12)

• For the simple example, step size bounds must be between[10−13 10−2]

• In general, for the complex nonlinear model the bounds are small: [10−5 10−3]
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Figure 4: Simple Linearization Example

– Bounds may vary for each element of equation4.9.

– Bounds may vary based on operating point.

– Blind implementation of MATLAB linmod command will not take this into

account.

Based on the equations of motion (4.1a-4.1f), we define the following accelerations:

X =
T cos(α)−D

m
(4.13)

Z =− T sin(α) + L

m
(4.14)

M =
M

Iyy
(4.15)

whereL is the lift,D is the drag,T is the thrust,M is the moment,α is the angle of attack,

m is the mass of the vehicle andIyy is the moment of inertia.

We construct a model with the following states and controls

• x = [Vt α Q h θ η η̇ · · · ]T (we may extend the vector x to include as many

flexible modes as required. Below we use three flexible statesand their derivatives)

• u = [δe δφ]
T (we are considering a two control model with only the elevator and the

FER as inputs)
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Below, we provide a ssr for the linearized model [83]

A =





















Xv Xα 0 Xh −g Xη1
0 ... Xη3

0

Zv
VT0

Zα
VT0

1−
ZQ
VT0

Zh
VT0

0
Zη1
VT0

0 ...
Zη3
VT0

0

Mv Mα MQ Mh 0 Mηh 0 ... Mηh 0
0 −V0 0 0 V0 0 0 ... 0 0
0 0 1 0 0 0 0 ... 0 0
0 0 0 0 0 0 1 ... 0 0

N1,v N1,α 0 N1,h 0 −ω2
1+N1,η1

−2ζω1+N1,η̇1
... N1,η3

0
0 0 0 0 0 0 0 ... 0 0

N2,v N2,α 0 N2,h 0 N2,η1
0 ... N1,η3

0
0 0 0 0 0 0 0 ... 0 1

N3,v N3,α 0 N3,h 0 N3,η1
0 ... −ω2

3+N3,η3
−2ζω3+N3,η̇3





















(4.16)

B =



































































Xδe Xδφ

Zδe

VT0

Zδφ

VT0

Mδe Mδφ

0 0

0 0

0 0

N1,δe N1,δφ

0 0

N2,δe N2,δφ

0 0

N3,δe N3,δφ



































































(4.17)

For completeness, the dimensional derivatives equations for the rigid body modes are

given below.

Xv =
1

m

(

∂T

∂VT
cos(α0) +

∂D

∂VT

)

(4.18)

Xα =
1

m

(

∂T

∂α
cos(α0) +

∂D

∂α
+ L0

)

(4.19)
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Xh =
1

m

(

∂T

∂h
cos(α0) +

∂D

∂h

)

(4.20)

Zv = − 1

m

(

∂T

∂VT
sin(α0) +

∂L

∂VT

)

(4.21)

Zα = − 1

m

(

∂T

∂α
sin(α0) +

∂L

∂α
+ D0

)

(4.22)

ZQ = − 1

m

(

∂T

∂h
sin(α0) +

∂L

∂h

)

(4.23)

Zh = − 1

m

(

∂T

∂h
sin(α0) +

∂L

∂h

)

(4.24)

MVT
=

1

Iyy

∂M

∂VT

(4.25)

Mα =
1

Iyy

∂M

∂α
(4.26)

MQ =
1

Iyy

∂M

∂Q
(4.27)

Mh =
1

Iyy

∂M

∂h
(4.28)

Xδe =
1

m

(

∂T

∂δe

cos(α0) +
∂D

∂δe

)

(4.29)

Zδe = − 1

m

(

∂T

∂δe
sin(α0) +

∂L

∂δe

)

(4.30)

Mδe =
1

Iyy

∂M

∂δe

(4.31)

Xδφ
=

1

m

(

∂T

∂δφ
cos(α0) +

∂D

∂δφ

)

(4.32)

Zδφ
= − 1

m

(

∂T

∂δφ
sin(α0) +

∂L

∂δφ

)

(4.33)

Mδφ
=

1

Iyy

∂M

∂δφ

(4.34)

4.4 Plume Modeling and Analysis

Plume modeling refers to the method of calculating the pressures along the aftbody of the

vehicle [102]. The aftbody pressure distribution is primarily due to theexternal expansion

of the exhaust from the scramjet. The aftbody forms the upperportion of the nozzle. The
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lower portion of the exhaust plume (shear layer) forms the lower portion of the nozzle.

In general, the determination of the shear layer involves a nonlinear iteration - equating

the exhaust pressure with a suitable pressure (e.g. engine base pressure, pressure across

bow shock, or free stream pressure) upstream of the shear layer. Within [103], a numerical

discretization procedure for a plume calculation is described. This calculation can be very

time consuming, but is generally considered the most accurate method short of CFD mod-

eling [102]. To address the computational complexity issue, the authors within [72], [102,

page 1315] make a simplifying assumption - hereafter referred to as “simple approxima-

tion”. This simplifying assumption significantly speeds upthe calculation of the aft body

pressure distribution. However, it will be shown that several of the assumptions leading to

this approximation may result in large error when compared to the numerical discretization.

This section will then describe a new method that will yield amore “high-fidelity” approx-

imation which trades-off computational time in favor of accuracy. Static and dynamics

results for all three methods will be compared. The work presented here has appeared in [8]

4.4.1 Modeling Techniques

Method #1: Simple Plume Approximation. To reduce the computation complexity of the

plume calculation, the authors of [102] made the following assumptions:

1. The pressure at the aft most tip of the vehicle will be equalto the freestream pressure

(p∞)

2. The aftbody pressure varies inversely with the distance along the aftbody

3. For a fixed exhaust pressure, the aftbody pressure does notchange with respect to

change in angle of attack.
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Based on these three assumptions, the following equation isused to calculate the pressure

along the aftbody of the vehicle:

Pa(x) ≈ Pe

1 +
(

x
L2

)(

Pe

P∞
− 1
) (4.35)

where:

• Pa - Aftbody pressure.

• x - Location along the aftbody where pressure is computed (x ∈ 0, L2).

• P∞ - Free stream pressure.

• Pe - Pressure at the internal nozzle exit.

• L2 - Length of the aftbody.

One benefit to equation4.35 is that it can be quickly computed and does not require

discretization of the aftbody into segments. It must be noted, however, that the assumptions

it is based on are not true in general (see Figure6). This fact has implication on vehicle’s

static and dynamic properties as well as control.

Additionally, we have the pressure at the end of the aftbody must equal the freestream

pressure (from equation (4.35)) i.e. it is assumed that the external nozzle suffers from

neither under-expansion nor over-expansion.
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Method #2: Numerical Discretization Plume Calculation. The aftbody and

shear-layer are discretized into N segment. The flow within each section (bounded by the

aftbody and the ‘linearized’ segment of the shear layer) is modeled as an isentropic nozzle

(Figure5 illustrates one such segment).

−10
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h
k

s
a

h
k+1

τ

β
k

δ
f

Freestream

Figure 5: Segmentation of plume

The pressure in segmentk (k ∈ [0, N]) is obtained by solving the following equations

numerically [103]:

hk+1 = hk + sa tan(τ) + sa tan(βk) (4.36a)

Ak =
hk+1

hk

(4.36b)

f(Mk) = 1 +
1

2
(γ − 1) M2

k (4.36c)

f(Mk)
γ+1

γ−1

M2
k

= A2
k

f(Mk−1)
γ+1

γ−1

M2
k−1

(4.36d)
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Pk = Pk−1

[

f(Mk−1)

f(Mk)

]
γ

γ−1

(4.36e)

Pk = ρeVe
2
sin2(βk − δf ) + Pe (4.36f)

subject to the following constraints:

0 ≤βk <
π

2
(4.37)

where:

• Ak - Nozzle area ratio of segment k

of aftbody.

• Mk - Nozzle Mach at segment k of

aftbody.

• Pk - Nozzle pressure in segment k

of the aftbody.

• Mk - External stream Mach at seg-

ment k of aftbody.

• Pk - External stream pressure in

segment k of the aftbody.

• Pe - Pressure of stream under the

shear layer.

• ρe - Density of stream under the

shear layer.

• Ve - Velocity of stream under the

shear layer.

• τ - Inclination of aftbody to the

body axis.

• βk - Inclination of kth segment of

the shear layer to the body axis.

• δf - Inclination of external flow to

body axis.

• γ - Ratio of specific heats (=1.4).

• sa - Width of each segment of the

aftbody.

• hk - Height of segment k of aftbody

nozzle.

• M0, P0 - conditions at internal noz-

zle exit.

• h0 - exit height of engine.
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By substituting equation (4.36c) into (4.36d) we obtain the equation relating the Mach

in an isentropic nozzle with an area ratio ofAk. Similarly, equation (4.36e) is the equation

for the pressure across an isentropic nozzle. Furthermore,the freestream impacts the

shear layer at an angle ofβ - δf , and this is modeled using Newtonian impact theory (i.e.

equation (4.36f)).

Equations (4.36a) – (4.36e) provide an iterative procedure to calculating the pressure

across the entire plume. Central to this procedure is obtaining βk such thatPk from

equations (4.36e) matchesPk from equation (4.36f). The solution for each segment of the

aftbody must be found through numeric iteration. Also, eachsegment must be calculated

sequentially (since it depends on the conditions from the segment prior to it), and therefore

the algorithm cannot be well parallelized. In practice, bounds onβk can be used to speed

up its estimation (we know that{βi, i ∈ {0, 1, 2, . . . , N}} is a monotonically decreasing

sequence), but the computation time is still significant.

It is clear that there exists a solution to system of equations (4.36), (4.37) so long as the

pressure within the plume is greater than the pressure of thestream under the shear layer

(i.e. the plume is under-expanded). In case this is not true,there does not exist a positiveβ

solution, and equation (4.36f) can no longer be used (however, equations (4.36a) - (4.36e)

are still valid as long asβ ≤ −τ ). In case the plume is over-expanded, we replace the

Newtonian impact equation (4.36f) by a Prandtl-Meyer expansion relation:

ν
(

M
)

=

√

γ + 1

γ − 1
arctan

(
√

γ − 1

γ + 1
(M

2 − 1)

)

−
√

M
2 − 1 (4.38a)

ν
(

Mk+1

)

= ν
(

Mk

)

+ δf,k − βk (4.38b)

Pk = Pk−1

[

f(Mk−1)

f(Mk)

]

γ
γ−1

(4.38c)
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where

• P , M are conditions of external stream.

• δf,k is external flow orientation to body axis before segment k.

Since an expansion fan turns the flow parallel to the surface,we assumeδf,k = βk−1.

The initial conditions are approximated using the last segment where the pressure inside

the plume is greater than the pressure beneath the shear layer.

As in the over-expanded case, we use an iterative procedure wherein eachβk is calcu-

lated such thatPk (from equation (4.38c)) equalsPk (from equation (4.36e)).
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Figure 6: Plume Shape w.r.t. AOA

Figure6 shows the plume shear-layer for several different angles ofattack at Mach 8,

85,000 ft. It is important to note that:
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• α = 2 represents the trim value for this flight condition.

• The plume shear layer will interact with the pressure due to the flow expansion that

occurs at the engine base for most flight scenarios. Only for large negative angles

of attack will part of the plume shear-layer interact with the free stream flow. This

situation would not occur for trimming of the vehicle, or typical control maneuvers.

Method #3: High Fidelity Plume Approximation. Due to the computation time re-

quired for the previous method (see Table4.5), an approximation to this method is useful.

The approximation method outlined below that will attempt to exploit the following from

equation (4.36d):
(Mk)

2

(Mk−1)2
↓ 1 as (Ak)

2 =
(hk+1)

2

(hk)2
↓ 1 (4.39)

This allows for equation (4.36e) to be approximated as:

P̂k = Pk−1A
−2γ
γ+1

k (4.40)

= Pk−1

[(

1 +
sa tan(τ)

hk

)

+
sa

hk
tan(βk)

]
−2γ
γ+1

(4.41)

whereP̂k is an approximation toPk of equation (4.36e).

Sincesa in equation (4.36a) is an adjustable parameter that can be made arbitrarily

small, andβk ≤ 90◦, Ak (equivalently Mk

Mk−1
) can be made arbitrarily close to 1. However,

the number of iterations is inversely proportional tosa. Hence there is a computational

tradeoff between accuracy and computation time. The error between the approximated

pressure (̂Pk) and the original pressure (Pk) is calculated by subtraction equation (4.36e)
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from equation (4.41):

|P̂k − Pk| =

∣

∣

∣

∣

Pk−1A
−2γ
γ+1

k

∣

∣

∣

∣

∣

∣

∣

∣

∣

1−
(

Mk

Mk−1

)
−2γ
γ+1

∣

∣

∣

∣

∣

(4.42)

≤ Pk−1

∣

∣

∣

∣

∣

1−
(

Mk

Mk−1

)
−2γ
γ+1

∣

∣

∣

∣

∣

(4.43)

Equation (4.43) shows us that|P̂k − Pk| → 0 assa ↓ 0. Thus we can achieve accurate

approximations to the pressure in equation (4.36e). This approximation is further simpli-

fied to improve the computational speed. Consider the following Maclaurin expansion to

equation (4.41):

P̃k = Pk−1

[

(

c1

c2

)κ

+ κ

(

c1

c2

)κ−1

∆k +
κ (κ− 1)

2!

(

c1

c2

)κ−2

∆2
k + . . .+

κ (κ− 1) . . . (κ− n− 1)

n!

(

c1

c2

)κ−n

∆n
k

]

cκ
2 (4.44)

where

• c1 =
(

1 + sa tan(τ)
hk

)

.

• c2 = sa

hk
.

• κ = −2γ
γ+1

.

• ∆k = tan(βk).

We can calculate the error between this polynomial approximationP̃k and the original

approximationP̂k by using the remainder term for a truncated Maclaurin series[104]:

|P̂k − P̃k| = Pk−1

∣

∣

∣

∣

∣

[

κ (κ− 1) . . . (κ− n)

(n + 1)!

(

c1

c2
+ tk

)κ−n−1

∆n+1
k

]

cκ
2

∣

∣

∣

∣

∣

(4.45)

wheretk is some number between 0 and∆k.
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In order to obtain bounds on the error between the original pressure (Pk, equation

(4.36e)) and the pressure from the truncated Maclaurin series (P̃k, equation (4.44)), we

use the triangle inequality to combine equation (4.43) and equation (4.45) as follows:

|P̃k − Pk| ≤ Pk−1

(∣

∣

∣

∣

∣

[

κ (κ− 1) . . . (κ− n)

(n + 1)!

(

c1

c2

+ tk

)κ−n−1

∆n+1
k

]

cκ
2

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

1−
(

Mk

Mk−1

)
−2γ
γ+1

∣

∣

∣

∣

∣

)

(4.46)

From equation (4.46) we see that|P̃k − Pk| can be made arbitrarily close to zero (irre-

spective oftk) by choosingsa sufficiently small (sinceκ < 0, c1
c2
≥ 1, andc2 ↓ 0 as

sa ↓ 0). Specifically, if the order of the approximation is fixed across all segments of the

plume, we observe the following:

• For a fixed order,|P̃k − P̂k| ↓ 0 (exponentially) assa ↓ 0.

• For a fixed nozzle area ratio (Ak), Mk

Mk−1
↓ 1 asMk−1 increases; for a fixedMk−1,

Mk

Mk−1
↓ 1 as the nozzle area ratio (Ak) decreases.

Hence, when the order of the approximation is fixed, a fixedsa can be chosen to bound

|P̃k − Pk| irrespective ofk: Pk (Mk) is bounded above (below) by the engine exhaust

pressure (Mach), and∆k (equivalentlyAk) is bounded above by the value of∆0 of the first

step. A second order approximation was found to be sufficiently accurate (refer Table4.7).

Moreover, equation (4.36f) can also be expanded as a polynomial intan(βk), and

we can equate the two polynomials. Since the restriction of the tangent function to the

open interval (0,π
2
) is bijective from its domain to the positive reals, we can obtain βk by

solving the polynomial expression and choosing the appropriate solution. For the case
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of an under-expanded plume, a similar polynomial expression for a function ofβk can

be easily obtained by using an approximation to the Prandtl-Meyer expansion [105] and

equations (4.38).

The objective of the method is findβk s.t. P̂k from equations (4.44) matchesPk from

equation (4.36f) (or the equivalent under-expanded approximation, assuming the base

pressure forPe). While this method still require’s an iterative solution to discretized of

the aftbody segments,βk is can now be written in as a polynomial equation (through

a Maclaurin expansion) as opposed to a general nonlinear equation. This will result

in a significant computation speedup as shown in Table4.5. Using a lookup table for

calculating the polynomial roots can result in further savings to the computation time.

Computation Times. Table4.5shows the computation time necessary to make a single

call to the model and the time to calculate the trim inputs/states at a single flight condition.

The simple approximation is approximately two order of magnitude faster than the numeri-

cal discretization. the high fidelity approximation is one order of magnitude faster than the

numerical discretization.

Method Computation Time Computation Time
(Single point) (Trim)

Numerical Discretization 1.4 s 510.3 s
Simple Approximation 0.010 s 3.4 s

High Fidelity Approximation 0.17 s 65.1 s
Table 4.5: Computational Time for Each Method on 2.66 GHz Processor
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4.4.2 Developing Bounds

Due to the large amount of uncertainty and time varying nature, obtaining an accurate

“truth model” for the aftbody pressure may not be achievable. Formulating uncertainty

bounds can be useful for both estimating static performancecapabilities as well as

developing robust controls laws. The following candidate uncertainty bounds can be

categorized in order in decreasing conservativeness.

Conservative BoundsConservative bounds can be formulated by assuming a constant

pressure profile along the aftbody. An upper bound for the aftbody pressure is given by

the exhaust pressure from the engine (pe). A lower bound for the pressure is given by the

freestream pressure of air (p∞).

Non-conservative boundsNon-conservative bound can be formulated through piece-

wise linear segments as seen in Figure7. The more aggressive the bound become, the more

likely it is they are to violated through higher fidelity modeling methods. However, these

aggressive bound can be useful for trim specifications and potential controller robustness.

4.4.3 Static and Dynamic Comparisons

Within [4] a feasibility condition for the engine parameter’s was given, namely that

An = A−1
d was necessary to have a “flat engine base” as shown in Figures3 and

6. Previous results in the literature [72] have used a nominal engine configuration

(Ad = 1, An = 6.35) that does not satisfy this condition. This dissertation will use a

“new engine” with parameters ofAd = 0.1, An = 10 so that the feasibility condition is

satisfied.
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Figure 7: Aftbody Pressure Bounds

Static Properties: Mach 8, 85 kft.Table4.6shows the trim properties for the different

modeling methodologies as well as the bounds.

Elevator FER AOA RHP Pole RHP Zero
Conservative L.B. 10.67 0.25 2.50 2.81 7.45

Non-conservative L.B. 8.90 0.20 2.01 2.79 7.50
Numerical Discretization 6.58 0.14 1.83 2.20 7.60
Simple Approximation 6.84 0.15 1.83 2.98 7.57
High Fidelity Approx. 6.60 0.14 1.83 2.20 7.60
Non-conservative U.B. -1.87 0.05 0.02 2.16 8.33

Conservative U.B. -3.64 0.03 1.43 2.85 8.45
Table 4.6: Trim Properties

From Table4.6the following observations can be made:

• For trim, all three methods yield similar properties at Mach8, 85kft. This is not the

case as the angle of attack starts to vary (shown in the next section).

• The non-conservative lower bounds and upper bounds do a goodjob of bounding the

trim elevator and FER.

68



• The simple approximation model gives a dramatically more unstable linear model

than the numerical and high fidelity approximation (34 %).

• The non-conservative lower bounds and upper bounds #2 do a good job of bounding

the trim dynamic properties of the model.

Dynamic Properties: Mach 8, 85 kft. Figure8 shows the frequency responses for

the plant inputs to the plant outputs. The FER frequency responses exhibit the following

properties:

• The High Fidelity Approximation tracks the numerical discretization accurately in

all channels at all frequencies. item There are significant discrepancies between the

simple approximation and the numerical discretization at low frequencies (0.01 rad/s

and smaller).

• For frequencies of 0.1 rad/s and larger, the simple approximation tracks the numerical

discretization method fairly well in the velocity channels.

• For frequencies of 0.1 rad/s and larger, the simple approximation tracks the numerical

discretization method fairly well in the elevator-to-FPA channel, but not the FER-to-

FPA channel.

• Conclusion: The simple approximation may still be useful for characterizing the

dynamics properties of the system at frequencies of interest (roughly 1 rad/s), but it

will not be useful for predicating the steady state behaviors.

4.4.4 Angle of Attack Variation

Figure9 shows the aftbody pressure distribution for angles of attack of -3, 2 and 5 degrees.

For the trim angle of attack (2 degree) both the simple approximation and the high fidelity

69



10
−4

10
−2

10
0

10
2−60

−40

−20

0

20

40

60

80

Frequency (rad/sec)

F
E

R
 t
o

 V
e

lo
ci

ty
 (

kf
t)

 

 

Numerical Discretization
Simple Approximation
High Fidelity Approx.

10
−4

10
−2

10
0

10
2−60

−40

−20

0

20

40

60

80

Frequency (rad/sec)

F
E

R
 t
o

 F
P

A
 (

d
e

g
)

 

 

Numerical Discretization
Simple Approximation
High Fidelity Approx.

10
−4

10
−2

10
0

10
2−100

−80

−60

−40

−20

0

20

40

Frequency (rad/sec)

E
le

va
to

r 
(d

e
g

) 
to

 V
e

lo
ci

ty
 (

kf
t)

 

 

Numerical Discretization
Simple Approximation
High Fidelity Approx.

10
−4

10
−2

10
0

10
2−80

−60

−40

−20

0

20

40

Frequency (rad/sec)
E

le
va

to
r 

(d
e

g
) 

to
 F

P
A

 (
d

e
g

)

 

 

Numerical Discretization
Simple Approximation
High Fidelity Approx.

Figure 8: Plant Frequency Response

approximation correspond nicely to the numerical discretization method. As the angle of

attack deviates from trim, the simple approximation no longer converges to the numerical

discretization method. Table4.7shows the forces and moments generated by the aft body

for each case, as well as the error of the approximations w.r.t. the numerical discretization.

The high-fidelity approximation is invariant w.r.t. angle of attack, the maximum error is

less that 0.4 %. The simple approximation can show errors as large as 50 % w.r.t. angle of

attack variation.

4.5 Impact of Plume Models

In this section we examine the impact of the plume model on thevehicle design process.

We look at how the control structure is impacted by using the new plume model (as

compared to the Bolender model), as well as the impact of the plume model on a vehicle

design optimizations. Through these examples, we illustrate the importance of the plume
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Figure 9: Plume Pressure Distribution Along Aftbody

Method (α=2 degrees) Fx (lbf) % Error Fz (lbf) % Error M (lbf·ft) % Error
Numerical Discretization 1295 - 4098 - 93,513 -

Simple Approx. 1300 0.4 % 4114 0.4 % 93,116 0.4 %
High Fidelity Approx. 1292 0.2 % 4089 0.2 % 9 3,319 0.2 %
Method (α=7 degrees) Fx (lbf) Fz (lbf) M (lbf·ft)

Numerical Discretization 2059 - 6517 - 151,011 -
Simple Approx. 1479 28.2 % 4682 28.2 % 101,555 28.2 %

High Fidelity Approx. 2052 0.3 % 6497 0.3 % 150,578 0.3 %
Method (α=-3 degrees) Fx (lbf) Fz (lbf) M (lbf·ft)

Numerical Discretization 707 - 2238 - 50,604 -
Simple Approx. 1072 51.3 % 3395 51.3 % 81,577 51.3 %

High Fidelity Approx. 705 0.3 % 2233 0.3 % 50478 0.3 %
Table 4.7: Approximation Forces and Moments

on vehicle and control design problems.

4.5.1 Impact of Plume - Controller Design

We first examine the impact of the plume on the controller structure. When the vehicle is

modeled with the Bolender plume, a hierarchical PI-PD controller provides satisfactory

performance [3].

With our (more accurate) plume model, however, such a simplecontroller is no longer

sufficient to guarantee good properties. Since the velocityloop is much slower that the

FPA channel, and is approximately first order, we close the velocity channel loop with a
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PI controller. We then design a controller to minimize the peak sensitivity at the input (a

convex control design problem) through the elevator channel. The results of this design

procedure are shown in Figure10.
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Figure 10: Decentralized Control Performance

From Figure10, we observe the following:

• The peak sensitivity is no less than 10dB using a decentralized control with PI Ve-

locity controller.

• Varying the bandwidth of the velocity channel impacts the achievable performance

significantly.

StructuredH∞ controller design can also be done using several tools such as HiFOO

[106] and Matlab [107]. Imposing structure, however, is often a non-convex optimization

problem and difficult to solve in general.
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Thus we see that a higher fidelity plume model significantly impacts the control

architecture, requiring a more complex (centralized) controller structure as compared to

the Bolender plume.

4.5.2 Impact of Plume - Vehicle Design Optimization

In Table 4.7 we observed how the plume model impacts the instantaneous forces and

moments on the aircraft at different operating conditions.In this section, we examine the

impact of the plume on achievable performance when the vehicle is in trim (for example,

a cruising condition), and the design to achieve such performance. We use the simple

approximation (S.A) and the high fidelity approximation (H.A) as two models for the

plume, and compare the variation in achievable performancebased on the plume model

used. Additionally, we examine the effect of the plume modelon the design of the vehicle

- specifically we examine how the optimal design (for a particular objective) varies as the

model of the plume changes. The material presented in this section has appeared in [8].

Objectives

We consider the following objectives for our vehicle design(at Mach 8, 85kft).

• Trim Fuel-rate - We attempt to minimize the fuel-rate at trim. This translates to lower

fuel requirements, and mass reduction/increased payload capacities.

• Trim Lift-to-Drag Ratio (L/D) - We try to maximize the lift-to-drag ratio at trim.

Parameter Space

The space of vehicles over which we optimize the cost function is parameterized by the

following vehicle attributes:
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• Elevator area (Selev): [8.5, 34] ft2 (Nominal: 17 ft2)

• Engine inlet height (hi): [1, 5] ft (Nominal: 3.25)

• Lower forebody inclination (τL): [4.2o, 8.2o] (Nominal: 6.2o)

The optimization algorithm attempts to find the best elevator area, engine dimension,

and nose shape to optimize performance of the vehicle (measured by the objectives

specified above). For each design considered, the vehicle was trimmed [6] and the cost

calculated. As a result each iteration is computationally expensive (especially when the

H.A. plume model is used - see Table4.5). Since some designs may fail to trim, the

cost function may be discontinuous in the space of vehicles.Therefore, gradient free

optimization methods are considered, even though they often require more function calls

to reach a local minima than gradient-descent methods. Moreover the problem is nonlinear

with several local minima, and a multistart methods must be used.

Optimization Algorithm

For the problem of vehicle optimization, we use a genetic algorithm based approach. In

[108] the author considers several advantages and disadvantages of evolutionary designs in

aeronautical applications. Several other gradient-free algorithms (such as the Nelder-Mead

nonlinear simplex algorithm) have also been used for vehicle design problems [4, 109]. In

the nonlinear simplex approach each iteration requires just (n + 1) vertices (wheren is

the dimension of the parameter space), and the choice of the initial simplex is important.

In contrast, a large initial population can be used in an evolutionary algorithm (thereby

allowing for a good representation of the search space). While this requires more function

evaluations, we can distribute the evaluation of the function in each generation across
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several processors. As a result, significant speedup in computation is obtained. Once the

genetic algorithm solution is obtained, local optimality conditions can be used to test the

validity of the solution.

The optimizations in this section were run on the Arizona State University (ASU)

High Performance Computing (HPC) cluster, which consists of 570 dual quadcore Intel

Xeon EM64T nodes each with 16 gigabytes of RAM. For each optimization, an initial

population of a 100 is used (random population with a uniformdistribution in the compact

parameter space).

Results

Table 4.8 compares the static properties obtained by optimizing the vehicle for several

metrics, using both the S.A. and H.A. plume models; the corresponding vehicle parameters

are presented in Table4.9. The optimal designs are visualized in Figure11.

Objective Trim Trim Fuel Rate Trim Elev. Trim
Lift/Drag FER (slg/sec) (deg) AOA (deg)

S.A H.A S.A H.A S.A H.A S.A H.A S.A H.A
Min. Fuel Rate 4.08 8.79 0.46 0.067 0.016 0.017 5.57 4.40 1.39 2.53

Max. L/D 4.14 9.06 0.48 0.067 0.016 0.017 5.38 3.98 1.82 2.56
Table 4.8: Vehicle Optimization - Trim Properties

Objective
Selev hi τL

(ft2) (ft) (deg)

S.A H.A S.A H.A S.A H.A
Min. Fuel Rate 14.31 22.82 1.00 4.96 5.20 8.20

Max. L/D 11.50 24.51 1.00 5.00 4.20 8.20
Table 4.9: Vehicle Optimization - Vehicle parameters
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Figure 11: Impact of Plume: Vehicle Optimization

Consider the objective of maximizing the peak lift-to-dragratio (see Table4.8). The

plume model drastically impacts achievable performance: the vehicle with a H.A. plume

model exceeds double the peak lift-to-drag ratio obtained from the S.A. model (the H.A.

model often results in higher pressures along the aftbody compared to the S.A. model: the

S.A. model requires the plume pressure to match the freestream pressure at the end of the

aftbody).

Even when the achievable performance is similar for both plume models, the optimal

vehicle designs can be significantly different. Table4.8 shows us that the minimum fuel

rate (at trim) is similar for both the S.A. and H.A. plume models. However, from Table

4.9, we observe that the vehicle configuration that achieves this minimum fuel rate varies

significantly with the plume model. In the case of the S.A. plume, the optimal engine has

the smallest inlet allowed, but the optimal engine inlet is close to the largest possible value

when we use the H.A. plume model.

4.6 Summary

In this chapter, we presented the nonlinear equations for the hypersonic model. Some of

the important features of the model are: (1) the plant is open-loop unstable, (2) the plant
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exhibits non-minimum phase characteristics, (3) low frequency flexible modes also limit

the available bandwidth, and (4) actuator saturation can result in instabilities.

We also observed how the exhaust impacted the vehicle staticand dynamic properties.

A modified numerical procedure was developed in order to model the plume more

effectively than previous methods, albeit at an increase inthe computational costs. This

new approach enables us to effectively model the plume with high accuracy, while still

being computationally tractable.

The impact of the plume model on the control architecture waspresented. While a

simple PI-PD control structure was sufficient for a model based on the simple plume

model, a more accurate model could not be effectively controlled with such a decentralized

architecture.

We considered sample vehicle design problems using two different plumes. It was

observed that the achievable objectives and the vehicle designs varied significantly based

on the plume models.

In the next chapter we examine the dependence of achievable performance on the

linearized model of the system. We consider several control-relevant metrics and problems

of interest to control designers. The impact of the vehicle design choices on these metrics

is evaluated through trade studies presented in Chapter6, helping us incorporate these

metrics in an integrated design framework in Chapter7.
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5

PERFORMANCE AND CONTROL OF AIR-BREATHING HYPERSONIC VEHICLES

5.1 Overview

In this chapter, we consider several aspects of the specification-system-controller design

problem. We examine how vehicle design impacts the set of achievable specifications, as

well as the impact on the control design problem.

Aircraft designers often use stability derivatives to design vehicles [110]; hence we

first express the linear models for the system in terms of the stability derivatives. We tie

these stability derivatives directly to system performance, enabling us to obtain constraints

of the stability derivatives directly in terms of the desired specifications.

In order to use the integrated system-control design framework presented in Algorithm

1, we present several common control design problems parameterized by the vehicle

design parameters. These control problems are BMIs, and areincluded in the design

problems presented in Chapter7. In addition, the control design problems presented here

are solved for various vehicle configurations in Chapter6; we observe the following: (1)

the impact of vehicle design on achievable performance, (2)the need for an integrated

vehicle-control design framework for air-breathing hypersonic vehicles, (3) how vehicle

design choices can be influenced early in the design stage using such analysis.

The rest of this chapter is organized as follows: we first present the linearized model

of the rigid system in terms of stability derivatives in Section 5.2. In Section5.3 we
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examine how the achievable tracking performance is limitedby the non-minimum phase

zero of the plant. Section5.4 we examine the impact of stability derivatives on the

Null-Controllability Region. A summary and discussion of how these results are used later

in this dissertation can be found in8.1. The material presented in this chapter has appeared

in [9, 11].

5.2 Model Analysis

We consider the analysis of the model in terms of its stability derivatives. In order to

obtain analytic expressions for the model, we omit the flexible states, and focus on the rigid

states instead. The state space representation is providedin Equation (5.1), and analytical

expressions of the poles and zeros are derived from this. These are related to the control

metrics in the rest of the chapter.

5.2.1 Rigid SSR
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(5.1)

5.2.2 Analytical Expressions

The RHP pole can be approximated by the following expression[6]:

p2 =Mα (5.2)
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The NMP zero can be approximated using the following expression [6]:

Zδez
2 −MαZδe + ZαMδeXδφ

=0 (5.3)

The pole and zero have significant impact on the several closed loop metrics. The

impact on the null-controllability region is examined in Section 5.4. The alignment

between the pole and zero limits the achievable sensitivity, and the pole influences the bode

integral2.3. The achievable tracking performance also significantly depends on the NMP

zero location. Restricting the zero location can thus be an important method to influence

the performance of the vehicle.

5.3 Tracking Performance

In this section we present results showing the impact of the non-minimum phase zero on

achievable tracking performance for the system. In section5.2we showed the relationship

between the RHP zero of the system and the stability derivatives. Based on the results

presented here, we can obtain constraints on the achievableperformance directly in terms

of the stability derivatives.

The achievable tracking performance is presented in two different frameworks: (1)

a centralized optimization that attempts to design a controller and a reference, and (2)

a decentralized approach that exploits ideas from vector space optimizations. The cen-

tralized approach is capable of handling complex constraints on the control law (through

Youla-parameterization, for example), while being harderto solve. The vector space

optimization approach, however, enables us to quickly compute the limits of achievable

tracking performance but does not involve control considerations.
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5.3.1 Target Tracking: Centralized

The centralized optimization for tracking a target trajectory R(s) can be expressed as fol-

lows:

min
P,K,r

1

subject to

‖R− PK

1 + PK
r‖p ≤ δ

(5.4)

wherep is the norm of interest,δ is the tolerance on trajectory matching,P is the plant,

K is the controller, andr is the reference signal. The constraint is nonlinear inP and

K. For a fixed plant andr, we can use the Youla parameterization to formulate a convex

optimization problem to minimize the tracking error.

5.3.2 Target Tracking: Decentralized

Since the constraint is on the plant output, a necessary condition for Equation (5.4) to be

feasible isd(R, P ) ≤ δ, whered(x, T ) represents the minimum distance between a signal

x and the range of a linear operatorT .

The complete decentralized optimization can be formulatedas:

min
r

1

subject to

d(R, Pr) ≤ δ

(5.5)

If P is a SISO sytems with a single NMP zero atz > 0, we can compute the minimum

achievable error from Table5.1.
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Norm Minimum error

L1 |R(z)|
L2 |2√zR(z)|
L∞ |zR(z)|

Table 5.1: Limit of tracking accuracy

Consider the case of placing the elevator such that the errorin tracking a signal

R(s) = 1/s/(s + 1) is less thanδ = 0.125o. The impact on the elevator location on the

zero can be seen in Figure12. Using the results in Table5.1, we find that an zero greater

than 7 is required i.e. the elevator must be atleast 87 feet from the nose.
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The figures below show results from a plant, controller, and reference designed with

the decentralized optimization. Based on Figure12, a plant with an elevator 90 feet behind

the nose was chosen. A controller was designed usingH∞ synthesis, and the reference

calculated by inversion. Figure13 shows the reference signal after model order reduction,

and the resulting trajectory (with the acceptable bounds).It should be noted that the

control signal is extremely large for this optimal input.

The centralized approach is capable of handling additionalconstraints (such as the

existence of a robust controller capable of achieving specifications). If signal constraints,
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such as bounds on the input signal, are incorporated, the problem can be solved by

including convex constraints on the reference signal. Suchan optimization is solved below

using a basis for the reference.
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Figure 13: Reference and Achievable Trajectory (xElevator = 90).

5.3.3 Input constraints

Consider a desired FPA trajectory of0.2
s(s+0.2)

deg, and a maximum acceptable deviation of

0.1 deg. In addition, the elevator saturates at±5 degrees.

Table5.1 lists errors for the unconstrained scenario; the zero computed from the table

only serves as a lower bound. Time domain specifications on the plant output or input can

be incorporated in the first stage of the centralized optimization framework. L1/L2/L∞

constraints can be solved efficiently using finite dimensional linear/convex programming

(after an input basis is chosen).

The input basis used isU{k} = (s−p)e−sk∆

s
, where (k ∈ {0, 1, 2, . . . , N}, andp is

the unstable pole of the plant. Since all actuators possess rate limitations, such an input

basis can approximate the “optimal” (continuous, infinite dimensional) input accurately
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(by choice of∆ andN) due to Lipschitz (and therefore uniform continuity) constraints.

Table5.1 indicates that the tracking error decreases with increasing NMP zeros while

the optimal control increases. Reducing the NMP zero also reduces the zero-pole ratio

(which is undesirable [34]). The figures below shows the achievable performance for

various elevator locations in the presence of actuator limitations, and a feasible trajectory

for an elevator at 90 ft.
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Figure 14: Tracking performance in presence of constraints.

Figure 14 shows that all elevator locations would meet the constraints, and the

minimum error achievable is several times greater than the unconstrained error. Finally,

the optimal error signal is not constant (unlike the unconstrained case).

5.4 Null-Controllability Regions

In this section we consider the impact of the stability derivatives on the Null-Controllability

Region. The boundary of the NCR in terms of the system eigenvalues has already been

explored in section2.3. In this section the dependence of the NCR in terms of the stability

derivatives is explicitly presented. The (Robust) Null Controllability Region using a
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state-feedback control law (defined in Section2.3) does not have a closed form solution; in

Chapter6 we present the results obtain numerically. The material presented in this section

has appeared in several publications [11].

Robustness is defined in terms of input disturbance to outputgains (H∞ bounds).

Additional constraints that can be formulated in our framework include: expanding hold-

able ellipsoids, state-to-output gains, and observer based control for nonlinear systems [46].

The trade studies in Chapter6 include the impact of vehicle configurations on the

(R)NCR with state feedback, allowing us to examine the need of incorporating control

considerations early in the design phase.

5.4.1 NCR: Stability Derivatives

In order to obtain analytical expressions in terms of the stability derivatives, we ignore the

flexible modes, and restrict our attention to the flight path angle states (FPA, Pitch and Pitch

Rate) i.e. we consider a third order system approximated by the matrices:

A =
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(5.6)

The left and right eigenvectors corresponding to the unstable mode (eigenvalue =
√

Mα) of the above A matrix are given byv = [−
√

Mα,
√

Mα, 1]T andw = [0, 1,
√

Mα]T .

We compared the resulting eigenvalues and eigenvectors against a fourth order rigid

system and found the results accurate for the computations of the null controllability re-
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gion. Using Equation (2.19) and given an actuator saturation level ofū, we have (using the

notation of Section2.3) (p represent the unstable pole of the system):

λ =
Mδ −

√
Mαγδ

2
√

Mα

ū (5.7)

=
Mδ

2p
ū− γδū (5.8)

From the above expression we see that the larger the unstablepole, the smaller the

NCR; larger saturation bounds increase the NCR. In choosingthe design parameters, the

effect on stability derivatives can be directly related to the effect on the NCR based on the

relationships above.

5.4.2 NCR: State feedback controller

The state feedback controller is parameterized asK = Y Q−1 (whereQ is a symmet-

ric positive definite matrix, and Y is a matrix), and the saturation constraint is given by

‖u(t)‖∞ ≤ ū. If we denote the right eigenvector corresponding to the unstable mode asp,

we can formulate the optimization as:

max
Q,Y,λ

λ

subject to

(5.9)

Q > 0

λ > 0

AQ + QA′ + BY + Y ′B′ < 0

(5.10)
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





1 λpT

λp Q






≥ 0







Q Y T

Y ū2I






≥ 0

(5.11)

Equation (5.10) is used to ensure quadratic stability of the closed loop system, while

Equation (5.11) is used to ensure that the saturation constraint is not violated for the

trajectory starting atλp [50].

It should be noted that the saturation bound would be violated if we move sufficiently

far in the stable eigenvector directions (moving farther inthe unstable eigenvector would

result in the system going unstable). However, it is sufficient for stability if the unstable

component of the initial state is brought to zero.

5.4.3 Robust NCR: State-Feedback Controller

In what follows, we measure robustness by the induced two-norm (from input disturbance

to output). If we wish the peak not to exceedΓ, we have the following LMI (in addition to

Equations (5.9), (5.10), and (5.11)):







AQ + QAT + BY + Y T BT + BwBT
w CQT

CQ −Γ2I






≥ 0 (5.12)

From the results presented in the trade studies in Chapter6 we can observe the

importance of including control considerations early in the design phase. In several

cases the optimal design (from a NCR perspective) varies significantly based on whether

control constraints are incorporated in the system - a larger elevator is always better when

sensitivity constraints are not included; however, when sensitivity constraints are included,
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the NCR is concave in the elevator size. In the next section weconsider several other

control metrics and their relationship to the stability derivatives.

5.5 Control Metrics

In this section we examine several metrics of interest to control designers. While these

metrics were initially presented in Sections2.2 and2.3, we revisit the results using the

model presented in Section5.2. The impact of vehicle design choices on these metrics are

considered in Chapter6, which guides us in formulating the multidisciplinary optimization

problem in Chapter7.

5.5.1 Bode Integral

Let the sensitivity be bounded from above by the following:

|S(jω)| ≤ − ln sm 0 < ω ≤ ω1 (5.13)

|S(jω)| ≤ ln sp ω1 < ω ≤ ωp (5.14)

wheresm > 1 represents a sensitivity attenuation factor,sp ≥ 1 represents the peak

sensitivity, ω1 represents an effective bandwidth over which sensitivity attenuation is

desired, andωp represents the available bandwidth [13].

Given the above, the following relationship can be derived from Equation (2.16) [18]:

ln sp =

π
2

ln |p+z
p−z
| + ln sm tan−1

(

ω1

z

)

tan−1
(ωp

z

)

− tan−1
(

ω1

z

) (5.15)
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Using the expression above, we can relate the desired performance (ω1, sm, sp) with

system dynamics (ωp, p, z). ωp depends on the flexible mode frequency (we wish to avoid

exciting the flexible modes; i.e.ωp < ωη,1/2).

5.6 Robust Control

In this section we address the issue of robustness of the control law with respect to

the plume. In Section4.5.1 we examined the impact of the plume model on control

architecture. In this section, we examine how the control specifications on closed loop

performance (specifically,H∞ performance) impacts robustness.

In order for the plant to be robust to uncertainty, two approaches can be used:

1. Simultaneous stabilization (explicit uncertainty, additional LMI).

2. Bandwidth constraints.

In method (1), we formulate a control design problem that simultaneously stabilizes

multiple plants (for example, using additional stability constraints in a state-feedback

control design problem). However, this approach requires us to have explicit models for

other plants that we wish to stabilize. As an alternative, wecan shape the closed loop

requirements and observe the impact on robustness. This is examined further below.

In Figure15 we provide sensitivity constraints on the closed loop at theerror/output of

the plant through weights. As the bandwidth at the error/output is increased, the robustness

properties are observed to decrease. The nominal plant is computed using the high fidelity

(H.F.) approximations. The plant model using the Bolender plume is used as another

model. By varying the plume between these extremes (H.F. andBolender model), we get a
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Figure 15: Sensitivity Bounds

family of plants.

It is observed that the using the low bandwidth weighting function for designing the

controller for the nominal system results in a full-state feedback control law that stabilizes

all plants (including the Bolender plume plant). The mediumbandwidth control law

only stabilizes plants midway between the H.F. and the Bolender models, while the high

bandwidth design only stabilizes plants close to the H.F. model.

Such bandwidth constraints can be included in the control design formulation using

Linear Matrix Inequalities.

5.7 Summary

In this chapter, we examined the limitations of performanceof air-breathing hypersonic

vehicles in terms of the system dynamics, as well as in terms of the stability derivatives.

It was observed that design decisions can significantly impact achievable performance. A

decentralized design approach illustrates how the analysis of performance limitations can

influence early design decisions.

We also presented several metrics of interest to control system designers. In the next

chapter we examine several vehicle configurations and the impact they have on these
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control metrics. These results are used in the multidisciplinary optimization framework

(presented in Chapter3) in order to design a vehicle to execute a pull up maneuver in

Chapter7.
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6

TRADE STUDIES FOR HYPERSONIC VEHICLES

6.1 Overview

In this chapter we conduct several trade studies in order to examine the impact of vehicle

design choices on static and dynamic properties. The nonlinear model was presented in

Section4, and default parameter values were presented in Table4.3. In these trade stud-

ies we vary a single parameter of the vehicle, trim and linearize the model (as described

in Section4.3), and plot the resulting properties for different operating conditions. The

parameters we conduct trade studies on are:

• Elevator location (Section6.2) and elevator size (Section6.3).

• Engine inlet height (Section6.4) and location (Section6.5).

• Upper and lower nose angles (Section6.6).

• Stiffness of the vehicle (Section6.7).

Table4.5presents the time taken to trim and linearize a single vehicle configuration at a

single operating point. From the table we conclude that performing a vehicle optimization

using the complete nonlinear model is computationally expensive; the optimization can

require hundreds or thousands of function evaluations - andeach function evaluation

involves trimming and linearizing the model at different operating conditions, followed by

a controller design. Hence, we wish to minimize the number offunction evaluations; this

is achieved by approximating the vehicle properties of interest using simple polynomial
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expressions. The form of the approximation is chosen based on the results of the studies

presented in this chapter.

The approximations developed in this chapter are used in theintegrated vehicle-control

framework presented in Chapter3 (Algorithm 1). The approximations depend on the

operating condition; we use one approximation per functionat each operating condition.

Together with a control design optimization, we solve an integrated system-control design

problem in order to address system and control considerations simultaneously.

Since the final objective of the vehicle design is to execute apull-up maneuver, the

results in this chapter focus on operating points along the expected vehicle trajectory. We

focus on the properties of interest that are significantly impacted by the parameter - the

complete set of figures can be found in AppendixA

The aerodynamic properties that we examine in the trade studies are:

• Drag.

• Trim controls (FER and Elevator).

• Trim angle-of-attack.

The control relevant properties that we examine in the tradestudies (based on the results

from Chapter5) are:

• RHP pole, zero, and zero-pole ratio.

• Flexible mode frequencies.
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• Size of the (Robust) Null Controllability Region (Γ ≤ 10 in Equation (5.12)).

• RHP pole-zero alignment.

A summary of the impact of various vehicle design parameterson these properties can

be found in Tables6.1and6.2.

6.2 Elevator Location Trade Studies

6.2.1 Overview

In this section, we examine the impact of the elevator location on various system properties.

The trade study has the following features:

• Elevator locationLelev ∈ [65, 85] feet behind the nose.

• Flow separation by elevator not modeled.

• Elevator assumed to operate on free stream (no downwash).

• Changes in mass distribution neglected.

6.2.2 Results

• Figure16: Trim AOA increases (approximately linearly), and trim drag decreases

monotonically with rearward elevator.

• Figure17: Trim FER and elevator decrease monotonically with rearward elevator.

• Figure18: The RHP pole decreases linearly (approximately) with rearward elevator,

while the NMP zero increases linearly.
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Figure 16: Trim AOA, Drag with Elevator Area
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Figure 17: Trim FER, Elevator with Elevator Location
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Figure 18: Trim Pole, Zero with Elevator Location
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Figure 19: Trim Pole, Zero with Elevator Location

• Figure19: The Zero-Pole Ratio decreases linearly (approximately) with rearward

elevator, while the minimum sensitivity achievable decreases monotonically.

6.3 Elevator Sizing Trade Studies

6.3.1 Overview

In this section, we examine the impact of the elevator area onvarious system properties.

The trade study has the following features:

• Elevator area varied:Selev ∈ [8.5, 34] ft2.

• Elevator modeled as flat plate - flow separation not captured.

• Changes in mass neglected.

6.3.2 Results

• Figure20: Trim drag is nonlinear with elevator area, while the trim elevator deflec-

tion monotonically decreases.
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Figure 20: Trim Drag, Elevator with Elevator Area
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Figure 21: Trim Drag, RNCR with Elevator Area

• Figure21: The RHP pole decreases linearly (approximately) with elevator, while the

RNCR is concave.

6.4 Engine Inlet Trade Studies

6.4.1 Overview

In this section, we examine the impact of increasing the engine inlet height. The trade study

has the following features:
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• Engine inlethi ∈ [2, 5] feet.

• Shock-on-lip condition assumed.

• Engine mass assumed to scale linearly with height.

6.4.2 Results
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Figure 22: Trim AOA, Drag with Engine height
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Figure 23: Trim FER, Thrust Margin with Engine height

• Figure22: Trim AOA increases with larger inlets, but the drag decreases.
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Figure 24: NMP Zero, Zero-Pole Ratio with Engine height

• Figure23: Trim FER decreases monotonically, Thrust Margin increases linearly with

increasing inlet height.

• Figure24: NMP Zero decreases linearly, Zero pole ratio increases with bigger inlet.

6.5 Engine Location Trade Studies

6.5.1 Overview

In this section, we examine the impact of changing the engineposition. The trade study

has the following features:

• Engine locationLeng ∈ [35, 55] feet.

• CG shifts with change in engine.

• Two cases - fixed vehicle height (variable lower nose inclination) and variable

vehicle height (constant lower nose inclination) considered.

6.5.2 Results

• Figure25: Trim FER, Elevator increase with rearward engine.

99



35 40 45 50 55
0.1

0.2

0.3

0.4

0.5

Engine Location (ft)

F
E

R

FER vs. Engine Location @ Mach 8

 

 

 85000
100000
115000
130000

35 40 45 50 55
2

4

6

8

10

12

Engine Location (ft)

E
le

va
to

r 
d

e
fle

ct
io

n
 (

d
e

g
)

Elevator deflection (deg) vs. Engine Location @ Mach 8

 

 

 85000
100000
115000
130000

Trim FER Trim Elevator
Figure 25: Trim FER, Elevator with Engine Location
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Figure 26: NMP Zero, Zero-Pole Ratio with Engine Location

• Figure26: NMP zero increases, but Zero Pole Ratio decreases with rearward engine.

6.6 Nose Inclination Trade Studies

6.6.1 Overview

In this section, we examine the impact of changing the upper nose inclination. The trade

study has the following features:

• Upper nose inclinationτU ∈ [1, 5] deg.

• Lower nose inclinationτL ∈ [3.2, 8.2] deg.
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• Heating changes not considered.

• Forebody, aftbody, and engine lengths maintained; height of vehicle changes.

6.6.2 Results
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Figure 27: Trim Elevator, Coupling withτU
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Figure 28: Zero-Pole Ratio, Coupling withτL

• Figure27: Trim elevator increases withτU , and the pole-zero coupling increases.
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• Figure28: The Zero-Pole Ratio decreases with increasingτL, but the coupling angle

is better.

6.7 Stiffness Trade Studies

6.7.1 Overview

In this section, we examine the impact of changing the vehicle stiffness. The trade study

has the following features:

• Stiffness scalingkEI ∈ [0.5, 2].

6.7.2 Results
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Figure 29: Flexibility, RNCR with Stiffness

• Figure29: Flexibility improves but RNCR decreases with increasing stiffness.

6.8 Table of Results

We summarize the results of the trade studies using the tables below. Some of the

properties were not shown in this chapter for brevity - they can be found in the Appendix
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A.

We summarize the results of the trade studies using the tables below. The parameters

considered were:

• Elevator Location (Lelev) and Size (kElev).

• Engine location (Leng) and inlet height (hi).

• Upper nose inclination (τU ) and lower nose inclination (τL).

• StiffnessEI.

The legend for the table is given below:

• ↑: Increases.

• ↗: Increases (almost) linearly.

• ↓: decreases.

• ↘: Decreases (almost) linearly.

• ∩: Concave (and attains maximum).

• ∪: Convex (and attains minimum).

• −: No significant impact.
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Property AOA Drag FER Elevator FER Margin Thrust Margin

RearwardLelev ↑ ↓ ↓ ↓ ↑ ↑
IncreasingSe − ∪ ∪ ↓ − −
Increasinghi ↗ ↘ ↓ ↘ ↑ ↗
RearwardLeng ↘ ↗ ↗ ↑ − −
τU ↗ ↑ − ↗ − −
τL ↘ − ↘ ↗ ↘ −
IncreasingEI ↗ − − − − −

Table 6.1: Impact of parameters on static vehicle properties

Property RHP Pole NMP Zero Z/P Ratio Sensitivity Bound Zero-Pole
Bound Coupling

RearwardLelev ↘ ↗ ↗ ↓ ↓
IncreasingSe ↘ − ↑ ↓ ↓
Increasinghi ↘ ↘ ↑ ↓ ↓
RearwardLeng ↑ ↗ ↓ ↑ ↑
IncreasingτU ↗ ↗ ↓ ↗ ↗
IncreasingτL ↗ ↗ ↓ ↗ ↘
IncreasingEI ↑ − ↓ ↑ ↓

Table 6.2: Impact of parameters on dynamic vehicle properties

6.8.1 Static Properties

Table6.1lists the impact of vehicle design decisions on the static properties of the vehicle.

The trends are listed at trim.

The first flexible mode frequency increases linearly withEI; the other parameters do

not significantly impact it.

6.8.2 Dynamic Properties

The dynamic properties of the trade studies is given in Table6.2. It should be noted that

a decrease in coupling between the pole and zero is achieved through an increase in the

angle between the pole and zero directionality.
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6.9 Summary

In this chapter, we examined several trade studies in order to explore the impact of design

configurations on the static and dynamic properties of the system. These allow us to

examine which parameters to include in the vehicle optimization, as well as how to obtain

approximate expressions for the analytical models.

The results of these trade studies are incorporated in the multidisciplinary optimization

framework presented in the next chapter.
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7

MULTIDISCIPLINARY OPTIMIZATION OF AN AIR-BREATHING HYPERSONIC

VEHICLE

7.1 Overview

In this chapter we examine an integrated vehicle-control design problem based on the

methodology presented in Chapter3. The objective is to design a vehicle to perform

a pull-up maneuver as illustrated by Figure30. Towards this goal, we would like to

incorporate both control-relevant and system design metrics into the design procedure in

order to reduce the design time and improve the properties ofthe system.

4 5 6 7 8 9 10
50

60

70

80

90

100

110

120

130

140

150

A
lt
it
u

d
e

 (
k
ft
)

Mach No.

500 psf

Acceptable
Staging Area

200 psf

2000 psf

TSTO Trajectory

Figure 30: Pull-Up Maneuver

106



In chapter4 a nonlinear model of an airbreathing hypersonic vehicle waspresented.

There are significant trade-offs associated with vehicle design choices, as shown in chapter

6. Based on the result of the trade studies, we obtain approximations for the vehicle static

and dynamic properties in terms of the vehicle design parameters. These approximations

are used in the integrated design framework to guide the optimization to a desirable vehicle

design. We also include system-dependent control constraints through Bilinear Matrix

Inequalities (BMIs), as described in Section2.2.4.

The rest of this chapter is organized as follows: in Section7.2 we consider the

conventional vehicle design approach. An overview of the type of problems that can

be addressed (along with numerical algorithms) in the multidisciplinary optimization

framework is considered in Section7.3. Several vehicle design problems are considered

next, and the results of this chapter are summarized in Section 7.6.

7.2 Conventional Vehicle Design Process

In [111] the author lists the stages involved in the design of an aircraft. The stage of interest

in this dissertation is the conceptual design phase. The main objectives of this phase can be

summarized by the following questions:

• Does the vehicle design meet specifications?

• Is this design the optimal design for meeting specifications?

The objective of the conceptual design phase is to come up with a design that is close

to the optimal vehicle configuration. In the next phase (known as the preliminary design

phase), the conceptual design is tested with advanced simulation methodologies (such

as computational fluid dynamics) in order to improve the design. Since these advanced
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methods are computationally intensive, we would like to come close to the optimal design

in the conceptual phase - if a major redesign is required in the preliminary design phase, it

is considered to be a failure of the conceptual design [111].

The conceptual phase can be broken down into the following (iterative) process, con-

sidered to be the ”intellectual pivot points” [111] of the design procedure.

1. Formulate requirements such as range, cost, maximum loadfactor, and size.

2. Obtain a preliminary estimate of the vehicle weight.

3. Identify critical performance metrics such as peak lift coefficient, lift-to-drag ratio,

thrust-to-weight ratio.

4. Plan the vehicle layout based on the performance metrics,weight, and requirements.

5. Obtain a more accurate weight estimate from the layout.

6. Analyze the vehicle performance (if it is not satisfactory, go back to step 3).

7. Optimize the design while maintaining (or improving) performance.

In this work, we include several control relevant metrics into the design process.

Due to the complex design and stringent constraints involved in designing air-breathing

hypersonic vehicles, excluding these metrics can lead to solutions that are optimal (from an

aerodynamic point of view), while being difficult or impossible to control to specifications.

The objective of the multidisciplinary optimization process is to (a) incorporate several

different performance metrics into the system design, (b) reduce the number of iterations

before converging to an acceptable design.
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We make use of the trade studies performed in Chapter6 to obtain approximate

expressions relating design variables to the pivot points listed above. These approximate

expressions are used in a the integrated system-control design framework. We now

examine several vehicle optimization problems.

7.3 Design Formulation

In this section we consider the components of the vehicle design problems. Since the final

objective of the mission is based on the trajectory in Figure30, we must include several

different operating points in the design formulation. In addition, we bound aero-centric

and control-centric properties based on the intellectual pivot points listed in the previous

section.

7.3.1 Operating Points

We execute a pull-up maneuver at Mach 8 from an altitude of 85,000 feet to 120,000

feet; we linearize at a subset of the dynamic pressures. Specifically, we use five dynamic

pressures in the interval [2000, 200] psf.

7.3.2 System Specifications

We can include the following aero-centric specifications inthe framework:

• Weight.

• Drag.

• Range.

• Volumetric specifications.
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• Trim fuel and elevator.

The system specifications are included through polynomial approximations based on

the results of the trade studies. For example, the drag is assumed to vary quadratically with

the elevator area (based on Figure20).

7.3.3 Control Metrics

We include the following control-relevant specifications in the framework:

• Weighted Sensitivity bounds.

• Saturation bounds.

• Tracking metrics.

• Bandwidth (pole to flexible mode).

• Zero-Pole ratio and coupling.

We use a state-feedback control law (parameterized as described in Chapter2) to

compute several of the metrics listed above. These parameterizations allow us to formulate

the bounds as convex optimization problems (for a fixed vehicle configuration). When the

state space model of the plant is affine in the design parameters, the metrics are computed

through BMIs.

7.3.4 Design parameters

We include the following design parameters in our vehicle design optimization:
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• Elevator areaSe.

• Engine inlet heighthi.

• Upper (τU ) and lower (τL) nose angles.

• Stiffness factorEI.

7.3.5 Coupling

We briefly discuss how each of the aero/control metrics are significantly impacted by the

design variables. This illustrates the coupling between the parameter choices. The impact

considered here are approximations, since they are based onsingle-parameter trade studies.

However, they might help simplify the optimization in a decentralized MDO framework by

highlighting the coupling between constraints.

• Flexibility: Stiffness

• Volume: Nose angles

• Weight: Stiffness, Engine height

• Drag: Elevator area, Nose inclination

7.3.6 Problem Formulation

We attempt to find a vehicle design that satisfies the specifications across the entire flight

trajectory. Some of the specifications are specified at each operating point (such as drag,

trim elevator and fuel, tracking metrics), since these properties are strongly dependent on

the operating point.
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Since we are using several fixed operating points to design the vehicle, each operating

point must lie in the null controllability region of its neighbor; if this condition was

violated, the linearized vehicle would not complete the trajectory due to saturation

constraints.

7.3.7 Numerical Procedures

In Table4.5 we observed that the time to trim the vehicle at a single operating point is

extremely high. As a result we would like to minimize the number of function evaluations.

In Algorithm 1, an inner optimization is solved using approximations to the plant proper-

ties (Line5). The approximants are constructed using the exact plant properties (computed

on the vertices of a simplex). In each successive iteration,the approximations are refined

based on the solution of the inner optimization. We discuss several approaches to solving

the inner optimization below:

Bilinear Matrix Inequalities (BMI)

The inner approximation is formulated as a constrained optimization over the design

parameters using polynomial inequalities and control relevant BMIs. A BMI solver, such

as PenBMI, is capable of handling such problems. Details of the BMI algorithm can be

found in [112]. Global optimization can be performed using a branch-and-bound approach.

Sequential Quadratic Programming (SQP)

The inner optimization can also be solved using a SQP solver like NPSOL. In this case, the

gradients are computed using the approximations to the system (since the exact function

evaluations are slow).
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Pattern Search (PS)

A derivative free approach to solving the inner optimization is to use a pattern search

or direct search methodology. Such an approach can involve several evaluations of the

approximate function at each step in order to find the best direction.

For each algorithm, we compare the solution, the time for computation, and the number

of iterations required. The number of iterations refer to the number of times the original

simplex was partitioned due to the original approximation being inadequate to obtain a

solution to the exact problem. Since we are using an approximation to the actual system,

the solution from the optimization procedure must be verified; the computation times listed

in this chapter includes the verification (involving the linearization of the model for the

design values).

In the next section we present several optimization problems of the hypersonic vehicle.

We compare the results obtained from the various optimization procedures.

7.4 Illustrative Design Examples

In this section we consider several different vehicle optimization problems and present the

results of the design process and resulting vehicle. These problems serve to highlight the

capabilities of Algorithm1, while still being fairly simple.

7.4.1 Elevator Area: RHP Pole

We first consider a vehicle design problem attempting to constrain a single dynamic prop-

erty of the vehicle using one design parameter. This exampleis used to examine the per-

formance of various optimization procedures used to solve the inner optimization problem

in Algorithm 1 at a single operating point.
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Problem Statement

In this example, we consider a RHP pole (p) constraint of1 ≤ p ≤ 2 at Mach 8, 85kft. We

use a single design parameter (the elevator areaSe ∈ [8.5, 34] ft2) to modify the pole

location. From Figure21 we observe that any elevator area greater than 20.5 ft2 and less

than 32.3 ft2 is an acceptable solution.

Problem Formulation

The initial plant simplex consists of two plants computed atthe vertices of the design set

i.e. at the elevator area of 8.5 ft2 and 34 ft2. It should be noted that neither vertex is a

feasible solution of the optimization problem. We use a linear approximation for the plant

at the two vertices, and a linear approximation to the pole (based on the trade studies). If

we denote the linear approximation to the pole location byp̂(x) = 3.668 − 1.3339x, and

affine approximation to the plant bŷP (x) = [Â(x), B̂(x), Ĉ(x), D̂(x)] (wherex is the

elevator area), we have the following optimization problem:

min
x

δ(x) (7.1a)

subject to

δ ≤0 (7.1b)

δ ≥1− p̂(x) (7.1c)

δ ≥p̂(x)− 2 (7.1d)

ÂQ + QÂT + B̂Y + Y T B̂T <εI (7.1e)

Q >0 (7.1f)

ε ≤0 (7.1g)
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whereQ is a symmetric matrix. The dependence ofÂ and B̂ on the parameterx was

omitted in the equations above for brevity.

Equations (7.1c) and (7.1d) are used to provide robustness to errors in the linear ap-

proximation, while Equations (7.1e)-(7.1g) are constraints to ensure that the closed loop is

stabilizable. If we only considered Equations (7.1a)-(7.1d), we have a linear programming

problem. For a fixedx, Equations (7.1e)-(7.1g) are LMIs (convex constraints).

When optimizing using NPSOL, we do not need to usep̂(x) as an approximation to the

plant pole; the RHP pole of the approximate plant could be computed using the eigenvalue

of Â(x). It is observed that this is a better approximation to the pole; the results are

presented as NPSOL(b) in Table7.1.

Results

Table7.1 shows the solution and computation time for the problem above using the three

optimization approaches considered in this work (the BMI, SQP, and PS algorithms). In

Table 7.1 the BMI, SQP, PS optimizations refer to the optimization in Equations (7.1)

(based on the linear approximation to the plant polep̂(x)), while SQP(b) computes the

RHP Pole using eigenvalue of the affine plant matrixÂ(x).

Property BMI SQP SQP(b) PS

SolutionSe (ft2) 27.63 27.63 29.94 30.05
Cost (approximate) -0.5 -0.5 -0.5 -0.5

Cost (actual) -0.27 -0.27 -0.49 -0.51
Time (sec) 37.48 102.17 146.95 213
Iterations 1 1 1 1

Table 7.1: Solution: Elevator area design with RHP pole bounds
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• The BMI optimization performs better than the alternativesin this example.

• SQP(b) is more robust (as it is computing the eigenvalues directly) to errors in ap-

proximation.

Since SQP(b) is more robust to approximation errors, it tends to converge to a solution

in fewer simplex partitions than the MDO approach.

7.4.2 Elevator Area, Engine Height: Multidisciplinary Optimization

We next consider a multidisciplinary optimization probleminvolving multiple operat-

ing conditions, multidisciplinary requirements (guidance, aerodynamic, and control con-

straints), and multiple design parameters.

Problem Statement

In this example we attempt to design the elevator area and engine inlet of the vehicle to

address the following aero and control objectives:

• Operating points: Mach 8, 85 and 95 kft.

• Drag less than 1500 lbs. at cruise (Mach 8, 85kft).

• L∞ tracking error of no more than 1o when tracking a FPA command of0.6
s+0.6

.

• Elevator deflection less than15o for a FPA command of1o deg.

• Design variables: Engine height (hi ∈ [2, 5] ft)and elevator area

(Se ∈ [8.5, 34] ft2).
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Problem Formulation

The constraint on theL∞ tracking error of no more than 0.1o when tracking a reference

signal 0.6
(s+0.6)

translates to a zero of (approximately) no less than 6 (usingresults from

Table5.1). Since the zero varies with the flight condition, this constraint must be verified

at all operating points. Since we would like to move from one operating point to the next

while satisfying saturation constraints, we use Equation2.12 to meet saturation bounds

(xo = [−0.531,−1, 0, 0]T which represents the climb to 95 kft using a FPA of 1o). The

drag is modeled as a quadratic function of the elevator area,and linear function of the

engine inlet height.

Results

Table7.2shows us the results of the vehicle design optimization. While the SQP approach

used less iterations overall (i.e. less trimming of the vehicles), it took approximately 30%

more time to arrive at a feasible solution compared to the BMIapproach. The pattern search

method was the slowest, but still required one less iteration than the BMI approach.

Property BMI SQP PS

SolutionSe (ft2) 32.74 22.84 32.74
Solutionhi (ft2) 4.07 3.83 4.07

Time (min) 24.38 31.27 91.12
Iterations 22 18 21

Table 7.2: Solution: Elevator Area and Engine Height design with Multidisciplinary
constraints

7.4.3 Elevator Area: Control-Relevant Design

In this design problem we consider a variation on a classicalcontrol design problem -

generating an LPVH∞ control system design using a weightedH∞ mixed sensitivity

criteria. We consider two different scenarios: (1) No saturation constraints, and (2)

Saturation constraints included. The saturation conditions allow us to ensure that each
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operating point is in the Robust Null-Controllability Region of its neighbor. In the absence

of saturation conditions, a high gain control can be used to improve theH∞ norm, while

being infeasible due to actuator limitations. The saturation constraints help us examine the

performance achievable with more conservative control laws.

The weightedH∞ suboptimal mixed sensitivity problem is to find a real-rational (finite-

dimensional) proper internally stabilizing controllerK that satisfies

‖Twz‖H∞ =

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥






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
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W3T




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



∥

∥
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∥

∥

∥

∥

∥

∥

∥

H∞

< γ. (7.2)

where S and T are the sensitivity and complementary sensitivity transfer functions of the

closed loop system respectively.

As the order of the weighting functions increase, the numberof variables required to

parameterize the controller increases. In order to keep thenumber of variables within rea-

sonable bounds, we use a static gain for the weights on the control and the complementary

sensitivity.

Problem Statement

We consider a vehicle moving through four different operating points at Mach 8: 85kft,

95kft, 105kft, and 115kft. We use the same weight functions for all operating conditions.

The objective is to find an elevator location so that‖Twz‖H∞ is small, while meeting sat-

uration constraints (if any). While the NMP zero is not impacted by the elevator area (i.e.
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the achievable norm ofTwz is not significantly impacted by the choice of elevator size in

the unconstrained case), the elevator effectiveness increases with area.

Problem Formulation

The weighting functions forH∞ design are given as follows:

W i,j
1 =











s/
√

Mei
+ωei

s+ωei

√
εei

i = j

0 i 6= j
(7.3)

W i,j
2 =











1

M i,j
2

i = j

0 i 6= j
(7.4)

W i,j
3 =











1

M i,j
3

i = j

0 i 6= j
(7.5)

(7.6)

Weighting function parameters are selected as given in Table7.3.

W1 W2 W3

1 2 1 2 1 2
ε 10−5 10−5 - - - -
M 1.6 4 20 20 2 2
ω .0395 0.25 - - - -

Table 7.3: Weight transfer function parameters forH∞ mixed-sensitivty optimization

In order to impose saturation constraints (1 on the FER, and 15o on the elevator deflec-

tion), we use Equation (2.12). The initial statexo = [−∆V,−1, 0, 0] represents the change

in velocity between the equilibriums, while climbing at an FPA of 1o.

Results

For this example we examine the difference in the solution due to the introduction of satu-

ration constraints. Figure31shows the different in sensitivity transfer function without and
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with the saturation constraint (for all four operating points). Table7.4lists the correspond-

ing design solutions as well.

Property Without Saturation With Saturation

SolutionSe (ft2) 22.44 34
Computation Time (sec) 125.04 182.24

Peakγ (dB) -2.04 5.22
Table 7.4: Solution: Elevator area design with RHP pole bounds
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Figure 31:H∞ design without and with saturation

7.5 Pull-Up Maneuver Design: Multidiscplinary Optimization

In this section we look at a comprehensive example problem involving the design of the

vehicle to execute a pull up maneuver from 85kft to 120kft at Mach 8. We use multiple

aero and control relevant constraints in this design problem. Once a satisfactory vehicle

design is obtained, we utilize

7.5.1 Design Parameters

We use the following design variables for this problem:

• Elevator area.

• Engine height.
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• Stiffness.

• Lower nose angle.

7.5.2 Constraints

We have the following aero constraints on the system design:

• Mass: Less than 1.3 times nominal design.

• Drag: Less than 1500 psf at trim.

• Volumetric: More than 80% of nominal.

The following control design constraints are incorporated:

• Elevator saturation: 15o.

• Weighted Sensitivity.

• Flexible Mode: More than 23 rad/s.

Finally, we use the following performance specification forthe system:

• Tracking Error: Less than 10% percent tracking error toτ(h)
s(s+τ(h))

, where

τ(85 kft) = 0.6, τ(95 kft) = 0.5, τ(105 kft) = 0.4, τ(115 kft) = 0.3.

Problem Formulation

This section presents LPVH∞ control system designs using a weightedH∞ mixed sensi-

tivity criteria.
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The selection of the weighting functions used in theH∞ design process was kept con-

sistent across the operating points. Using the same weighting function structure for each de-

sign keeps the order of the controllers the same and allows for interpolation of the weighting

function parameters across the gain-scheduled conversion. The weighting functions, how-

ever, increase the order of the system and therefore increases the complexity of the problem

formulation (the state-feedback controller dimensions increase, which requires additional

terms to parameterize the controller). The weights used arethose given by Equation (7.3)

and Table7.3.

Results

The vehicle design resulting from the integrated design framework results in the following

solution:

• Elevator Area: 29.06 ft2.

• Engine height: 3.6629 ft.

• Nose Inclination: 6.62o.

• Stiffness: 1.9919.

The system has the following closed loop properties:

• Mass: 1.24 times nominal.

• Volume: 86.45% of nominal.

• NMP Zeros: Satisfied.

• Flexible Mode: Minimum = 23 rad/s (115 kft).

In figure32we observe the pull-up maneuver using the resulting design.
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7.6 Summary

In this chapter we considered several multidisciplinary optimization problems involving

aero and control constraints. We considered the performance of the integrated system-

control design framework presented in Chapter3 using multiple approaches for solving

the (inner) approximate optimization.

The integrated system-control design methodology was shown to be capable of

handling several common control and system design constraints simultaneously. By

using an affine approximation for the plant, LMI control constraints, and polynomial

approximations for aerodynamic properties, the multidisciplinary optimizations were

formulated as BMIs. The computational advantage of using a BMI-specific optimizer

was demonstrated by comparing the evaluation time with other nonlinear optimization

algorithms.
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The use of approximations helped reduce the number of exact function evaluations

significantly, improving the computation time required to arrive at a feasible design. This

is of importance when the exact function evaluation can be extremely expensive (as in this

application). Coupled with simultaneous optimization at multiple operating points, the

design and control of a nonlinear system was addressed handled in this multidisciplinary

optimization framework.
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8

SUMMARY & FUTURE WORK

8.1 Summary

In this work we presented a bilinear matrix inequalities (BMI) based approach to a

multidisciplinary optimization problem in order to integrate system and control design.

The capabilities of the framework, as well as its limitations, were examined.

The control-relevant design of an air-breathing hypersonic vehicle was considered

as an example problem. Such systems are unstable, non-minimum phase, have low

frequency flexible modes, and nonlinear (due to saturationsand variations in operating

environments). Improvements to the standard model were developed, and the importance

of accurate modeling of the vehicle exhaust plume was illustrated. In addition, we analyzed

the trade-offs associated with various vehicle design configurations; these trade studies

were used to formulate approximations of the system properties in the integrated design

algorithm.

In order to optimize the vehicle within the integrated system-control design framework

the impact of vehicle design choices on system and control metrics were approximated

using polynomials. These approximations were used to constrain the search space, while

being refined in an iterative optimization process. This multidisciplinary optimization was

used to design a vehicle to perform a pull-up maneuver, and the properties of the resulting

vehicle was analyzed.
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8.2 Future Work

Directions of future research are categorized into three main topics:

Modeling of Hypersonic Vehicles : There are several directions of research on the mod-

eling of scramet powered-hypersonic vehicles; the list below is not meant to be com-

prehensive.

• Improved model of the plume/aircraft with CFD validation.

• Designing the aftbody from a control perspective.

• Improved engine model.

• Modeling flow separation on lifting surfaces.

Control-Relevant Design : We list some control relevant research directions below:

• Design the vehicle for decentralized control law.

• Incorporate complex control constraints in predicting performance limitations.

• Incorporating parameteric/modeling uncertainty explicitly in the vehicle de-

sign.

Multidisciplinary Optimization : Some directions of research in multidisciplinary opti-

mization are:

• Analyzing the properties of the algorithm for integrated system-control design.

• Imposing a structure/constraints on the controller in a numerically efficient

manner.

• Incorporating uncertainty in the framework through BMIs.
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APPENDIX A

Trade Studies

A.1 Overview

In this chapter we present a complete list of figures and results obtained from performing
single parameter trade studies on the hypersonic vehicle. These results are used to inform
the vehicle design process in an integrated system-controlmultidisciplinary optimization.
The parameters considered are

• Elevator location (SectionA.2) and elevator size (SectionA.3).

• Engine inlet height (SectionA.4) and location (SectionsA.5 andA.6).

• Upper (SectionA.7) and lower (SectionA.8) nose angles.

• Stiffness of the vehicle (SectionA.9).

TablesA.1 andA.2 in SectionA.10 summarizes the trade studies.

A.2 Elevator Location Trade Studies

In this section, we examine the impact of the elevator location on various system properties.
The trade study has the following features:

• Elevator locationLelev ∈ [65, 85] feet behind the nose.

• Flow separation by elevator not modeled.

• Elevator assumed to operate on free stream (no downwash).

• Changes in mass distribution neglected.

A.2.1 Static Properties
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Figure 33: Trim AOA and Drag with Elevator Location
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Figure 34: Trim FER, Elevator with Elevator Location
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Figure 35: FER and Thrust Margin with Elevator Location

145



−90 −85 −80 −75 −70 −65 −60
2000

2500

3000

3500

Elevator Location (ft)

S
p

e
c
if
ic

 i
m

p
u

ls
e

 (
s
)

Specific impulse (s) vs. Elevator Location @ Mach 8

 

 

 85000
100000
115000
130000

−90 −85 −80 −75 −70 −65 −60
0.005

0.01

0.015

0.02

0.025

Elevator Location (ft)

F
u

e
l 
R

a
te

 (
s
lu

g
s
/s

)

Fuel Rate (slugs/s) vs. Elevator Location @ Mach 8

 

 

 85000
100000
115000
130000

Specific Impulse Fuel Rate
Figure 36: Fuel Rate and Specific Impulse with Elevator Location

A.2.2 Dynamic Properties

−85 −80 −75 −70 −65 −60
1

1.5

2

2.5

3

3.5

Elevator Location (ft)

R
H

P
 P

o
le

RHP Pole vs. Elevator Location @ Mach 8

 

 

 85000
100000
115000
130000

−85 −80 −75 −70 −65 −60
0

2

4

6

8

10

Elevator Location (ft)

N
M

P
 Z

e
ro

NMP Zero vs. Elevator Location @ Mach 8

 

 

 85000
100000
115000
130000

RHP Pole NMP Zero
Figure 37: Pole and Zero with Elevator Location
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Figure 39: Zero Pole Impact with Elevator Location
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A.3 Elevator Sizing Trade Studies

In this section, we examine the impact of the elevator area onvarious system properties.
The trade study has the following features:

• Elevator area varied:Selev ∈ [8.5, 34] ft2.

• Elevator modeled as flat plate - flow separation not captured.

• Changes in mass neglected.

A.3.1 Static Properties
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Figure 41: Trim AOA and Drag with Elevator Area
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Figure 42: Trim FER, Elevator with Elevator Area
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Figure 43: FER and Thrust Margin with Elevator Area
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Figure 44: Fuel Rate and Specific Impulse with Elevator Area

A.3.2 Dynamic Properties
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Figure 45: Pole and Zero with Elevator Area
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Figure 46: Zero-Pole Ratio, Flexibility with Elevator Area
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Figure 47: Zero Pole Impact with Elevator Area
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Figure 48: (R)NCR variation with Elevator Area

A.4 Engine Inlet Trade Studies

In this section, we examine the impact of increasing the engine inlet height. The trade
study has the following features:

• Engine inlethi ∈ [2, 5] feet.

• Shock-on-lip condition assumed.

• Engine mass assumed to scale linearly with height.

A.4.1 Static Properties
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Figure 49: Trim AOA and Drag with Engine Height
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Figure 50: Trim FER, Elevator with Engine Height
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Figure 51: FER and Thrust Margin with Engine Height
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Figure 52: Fuel Rate and Specific Impulse with Engine Height
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A.4.2 Dynamic Properties
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Figure 53: Pole and Zero with Engine Height
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Figure 54: Zero-Pole Ratio, Flexibility with Engine Height
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Figure 55: Zero Pole Impact with Engine Height
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Figure 56: (R)NCR variation with Engine Height

A.5 Engine Location Trade Studies

In this section, we examine the impact of changing the engineposition. The trade study
has the following features:

• Engine locationLeng ∈ [35, 55] feet.

• CG shifts with change in engine.

• Vehicle height variable (constant lower nose inclination).

A.5.1 Static Properties
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Figure 57: Trim AOA and Drag with Engine Location
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Figure 58: Trim FER, Elevator with Engine Location
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Figure 59: FER and Thrust Margin with Engine Location
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Figure 60: Fuel Rate and Specific Impulse with Engine Location

A.5.2 Dynamic Properties
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Figure 61: Pole and Zero with Engine Location
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Figure 62: Zero-Pole Ratio, Flexibility with Engine Location
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Figure 63: Zero Pole Impact with Engine Location
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Figure 64: (R)NCR variation with Engine Location
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A.6 Engine Location (fixed height) Trade Studies

In this section, we examine the impact of changing the engineposition. The trade study
has the following features:

• Engine locationLeng ∈ [35, 55] feet.

• CG shifts with change in engine.

• Vehicle height constant (variable lower nose inclination).

A.6.1 Static Properties

30 35 40 45 50 55 60
5

10

15

20

25

30

35

Engine Location (ft)

A
n

g
le

 o
f 

A
tt

a
ck

 (
d

e
g

)

Angle of Attack (deg) vs. Engine Location @ Mach 8

 

 

 85000
100000
115000
130000

30 35 40 45 50 55 60
0

500

1000

1500

2000

Engine Location (ft)

D
ra

g
 (

lb
s
)

Drag (lbs) vs. Engine Location @ Mach 8

 

 

 85000
100000
115000
130000

Trim AOA Trim Drag
Figure 65: Trim AOA and Drag with Engine Location
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Figure 66: Trim FER, Elevator with Engine Location
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Figure 67: FER and Thrust Margin with Engine Location
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Figure 68: Fuel Rate and Specific Impulse with Engine Location

A.6.2 Dynamic Properties
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Figure 69: Pole and Zero with Engine Location
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Figure 70: Zero-Pole Ratio, Flexibility with Engine Location
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Figure 71: Zero Pole Impact with Engine Location
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Figure 72: (R)NCR variation with Engine Location

A.7 Upper Nose Inclination Trade Studies

In this section, we examine the impact of changing the upper nose inclination. The trade
study has the following features:

• Upper nose inclinationτU ∈ [1, 5] deg.

• Heating changes not considered.

• Forebody, aftbody, and engine lengths maintained; height of vehicle changes.

A.7.1 Static Properties
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Figure 73: Trim AOA and Drag withτU

161



1 2 3 4 5
0.1

0.2

0.3

0.4

0.5

Upper Nose Angle (deg)

F
E

R

FER vs. Upper Nose Angle @ Mach 8

 

 

 85000
100000
115000
130000

1 2 3 4 5
4

5

6

7

8

9

10

Upper Nose Angle (deg)

E
le

va
to

r 
d

e
fle

ct
io

n
 (

d
e

g
)

Elevator deflection (deg) vs. Upper Nose Angle @ Mach 8

 

 

 85000
100000
115000
130000

Trim FER Trim Elevator
Figure 74: Trim FER, Elevator withτU
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Figure 75: FER and Thrust Margin withτU
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Figure 76: Fuel Rate and Specific Impulse withτU

162



A.7.2 Dynamic Properties
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Figure 77: Pole and Zero withτU
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Figure 78: Zero-Pole Ratio, Flexibility withτU
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Figure 79: Zero Pole Impact withτU
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Figure 80: (R)NCR variation withτU

A.8 Lower Nose Inclination Trade Studies

In this section, we examine the impact of changing the lower nose inclination. The trade
study has the following features:

• Upper nose inclinationτL ∈ [3.2, 8.2] deg.

• Heating changes not considered.

• Forebody, aftbody, and engine lengths constant; height of vehicle changes.

A.8.1 Static Properties
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Figure 81: Trim AOA and Drag withτL
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Figure 82: Trim FER, Elevator withτL
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Figure 83: FER and Thrust Margin withτL
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Figure 84: Fuel Rate and Specific Impulse withτL

A.8.2 Dynamic Properties
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Figure 85: Pole and Zero withτL
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Figure 86: Zero-Pole Ratio, Flexibility withτL
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Figure 87: Zero Pole Impact withτL
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Figure 88: (R)NCR variation withτL
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A.9 Stiffness Trade Studies

In this section, we examine the impact of changing the vehicle stiffness. The trade study
has the following features:

• Stiffness scalingkEI ∈ [0.5, 2].

A.9.1 Static Properties
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Figure 89: Trim AOA and Drag with Stiffness
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Figure 90: Trim FER, Elevator with Stiffness
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Figure 91: FER and Thrust Margin with Stiffness
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Figure 92: Fuel Rate and Specific Impulse with Siffness

A.9.2 Dynamic Properties
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Figure 93: Pole and Zero with Stiffness
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Figure 94: Zero-Pole Ratio, Flexibility with Stiffness
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Figure 95: Zero Pole Impact with Stiffness
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Figure 96: (R)NCR variation with Stiffness

A.10 Table of Results

We summarize the results of the trade studies using the tables below. The parameters
considered were:

• Elevator Location (Lelev) and Size (kElev).

• Engine location (Leng) and inlet height (hi).

• Upper nose inclination (τU ) and lower nose inclination (τL).

• StiffnessEI.

The legend for the table is given below:

• ↑: Increases.

• ↗: Increases (almost) linearly.

• ↓: decreases.

• ↘: Decreases (almost) linearly.

• ∩: Concave (and attains maximum).

• ∪: Convex (and attains minimum).

• −: No significant impact.

A.10.1 Static Properties

TableA.1 lists the impact of vehicle design decisions on the static properties of the vehicle.
The trends are listed at trim.

The first flexible mode frequency increases linearly withEI; the other parameters do
not significantly impact it.
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Property AOA Drag FER Elevator FER Margin Thrust Margin

RearwardLelev ↑ ↓ ↓ ↓ ↑ ↑
IncreasingSe − ∪ ∪ ↓ − −
Increasinghi ↗ ↘ ↓ ↘ ↑ ↗
RearwardLeng ↘ ↗ ↗ ↑ − −
τU ↗ ↑ − ↗ − −
τL ↘ − ↘ ↗ ↘ −
IncreasingEI ↗ − − − − −

Table A.1: Impact of parameters on static vehicle properties

Property RHP Pole NMP Zero Z/P Ratio Sensitivity Bound Zero-Pole
Bound Coupling

RearwardLelev ↘ ↗ ↗ ↓ ↓
IncreasingSe ↘ − ↑ ↓ ↓
Increasinghi ↘ ↘ ↑ ↓ ↓
RearwardLeng ↑ ↗ ↓ ↑ ↑
IncreasingτU ↗ ↗ ↓ ↗ ↗
IncreasingτL ↗ ↗ ↓ ↗ ↘
IncreasingEI ↑ − ↓ ↑ ↓

Table A.2: Impact of parameters on dynamic vehicle properties

A.10.2 Dynamic Properties

The dynamic properties of the trade studies is given in TableA.2. It should be noted that a
decrease in coupling between the pole and zero is achieved through an increase in the angle
between the pole and zero directionality.
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