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ABSTRACT

This dissertation considers an integrated approach temsydesign and controller design
based on analyzing limits of system performance. Histbyigalant design methodologies
have not incorporated control relevant considerationsch@n approach could result in
a system that might not meet its specifications (or one trgiires a complex control

architecture to do so). System and controller designeena@o through several iterations

in order to converge to an acceptable plant and controligigde

The focus of this dissertation is on the design and contraiaebreathing hypersonic
vehicle using such an integrated system-control designdveork. The goal is to reduce
the number of system-control design iterations (by exgyidncorporate control con-
siderations in the system design process), as well as temdithe guidance/trajectory

specifications for the system.

Due to the high computational costs associated with olstgiai dynamic model for
each plant configuration considered, approximations tesyfs¢em dynamics are used in
the control design process. By formulating the control giegiroblem using bilinear and
polynomial matrix inequalities, several common controtl @aystem design constraints
can be simultaneously incorporated into a vehicle desigimagation. Several design
problems are examined to illustrate the effectivenessisfapproach (and to compare the

computational burden of this methodology against morattcahl approaches).
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INTRODUCTION.

1.1 Overview

This dissertation addresses a multidisciplinary optitnrafor the integrated approach
to the design and control of systems. Traditionally, anaitige approach is taken to
system design and control: the system is designed usingpfidleumb guidelines, and
control relevant considerations are not explicitly inamgted in the system design phase
or in framing the specifications. Control engineers use #seilting system design and
attempt to meet project specifications. If they are unsisfagghe system design is re-
visited. Such an iterative approach can be time-consummdgapensive. In addition, the

specifications themselves might be unreasonable for tee ofeacceptable system designs.

In order to address these shortcomings in the iterativeesysind controller design
process, an integrated framework that incorporates cocdresiderations in all phases of
the project (formulating specifications, designing systeand designing controllers) is
required. We list some of the important characteristics tbguire closed loop and control

limitations early in the design phase

Limited Controls: Saturation limitations are present in every real-worldtesys In the
case of an aircraft, the saturation effects include meciahmitations (such as ele-

vator deflection saturation or rate limitations on fuel atjen).

Non-minimum Phase characteristics:Non minimum phase characteristics (such as a

right half plane zero or a time delay) can limit achievabbgectories and perfor-



mance (such as frequency domain peaks). Hypersonic disciéér from such limi-

tations.

Bandwidth limitations: Bandwidth limitations significantly limit closed loop perf
mance. Such limitations can be due to sampling/update émxy communication

delays, etc. It is important to consider these limitatioadyein the design phase.

In this dissertation, we consider the problem of designimgia-breathing hypersonic
vehicle to execute a pull-up maneuver. The impact of desigaahievable performance
(which influences specifications and guidance decisiore}amined, as well as the design
of a controller. The focus of control design is on computaity efficient methodologies

to integrate system and controller design such as convéxization based techniques.

The work presented in this research document have appeaseéral publications
[1-12]. It is not the authors intention to claim sole credit for @dbults presented in this

dissertation. However, they are presented in their egtfcgtcompleteness.

1.2 Motivation

Historically, control related considerations have notypkh a significant role in system
design. As the complexity of systems continue to soar, tled f@ sophisticated computer

aided design tools has never been greater.

The critical motivation here is that systems are often desigwithout taking into ac-
count control considerations. This was the case with theriigl 1986 disaster a classic

case of an unstable system operating in the presence oétiro@ntrol (cooling) authority.



Recently, control and performance relevant constrainte ptayed a greater role in system

design due to limitations in the classical approach:

e In [13] the author describes how the initial X-29 aircraft desigrese almost too

unstable to control due to limitations introduced by thedwaidth of the hardware.

e Data centers are traditionally been designed based on atwtlysis of thermal flows
and cooling, while the task distribution algorithms and teohof cooling mecha-

nisms have been considered after the layout of the datardstiitealized.

e In [14] the authors describe how higher power density of modermoprocessors
requires architecture design tools that incorporate aabie cooling performance

in the floorplan design process.

Multidisciplinary optimization (MDO) attempts to addredisis by formulating a
design optimization incorporating constraints from nplé#i disciplines simultaneously.
Integrating control and performance specifications intstay design, however, can be
computationally expensive due to the nonlinear relatiawben the system and the closed
loop map. In this research, emphasis is placed on compnégditycefficient methodologies
(such as convex optimization techniques via Linear Matrigqualities, vector space

optimization, etc) to integrate system and controller giesi

1.3 Related Work and Literature Survey
1.3.1 Design and Control of Air-Breathing Hypersonic Véésc

One of the first control-relevant design of a generic 3-Degref Freedom (DOF) hyper-
sonic vehicle is considered id%]. The authors use classical 2D Newtonian impact theory

to approximate the aerodynamic forces and moments. Thegetraombustor is modeled

3



using 1D-Rayleigh flow. A single bending mode was includedeldlaon a NASTRAN
derived mode shape. Another model using oblique shockresipa theory is developed
in [16]; the model is validated using Euler-based (inviscid) catmagonal fluid dynamic
models. A model that uses an Euler-Bernoulli beam basedfeeriodel was developed in
[17], and forms the basis of the models used in this work. A moregrehensive survey

of 3-DOF and 6-DOF hypersonic vehicle models can be found&h [

1.3.2 Multidisciplinary Optimization

Multidisciplinary optimization has been used for the dasij aircraft systems and struc-
tural optimization 19]. While many different optimization techniques can be ysedra-
dient free method tend to be computationally faster, as cwimg derivatives is computa-
tionally expensive in many application areas (such as thengkes considered in this dis-
sertation). Multidisciplinary optimization architecas can be categorized into two broad

classesZ(0]:

Monolithic : These algorithms solve a single optimization problem, gnedmultidisci-
plinary constraints can be handled in several differentsrgaych as (1) Simultaneous
Analysis and Design (SANDY]L], (2) Individual Discipline Feasible2?], or Mul-
tidisciplinary Feasible (MDF)32]. The methodology in this dissertation is based on
MDF.

Distributed : This class of algorithms decompose the original optinndrainto multiple
smaller optimizations that result in the same solution whesissembled. The
division generally exploits the structure of the problemg(e network flow or

resource allocation problem23)).



In order to solve the optimization problem, several appneacan be used; a gradient
free optimization strategy is used for the main multidiSogry optimization considered
in this work. A survey of derivative free optimization metlabogies is presented ir24].

They can be divided into two main categories:

Direct : Direct algorithms (such as Nelder-Mead algorithr2§]] Generalized Pattern
Search 26|, Pattern search using simplex gradie2f]] and Divide a Hyper-
rectangle 28]) use the objective function value directly in computingusdh direc-

tions.

Model-Based : Model-based algorithms use a surrogate to the objectivgutde the
search process. These methods include trust-region nef28d implicit filtering

[30], and response-surface methodg][

1.3.3 Integrated System-Controller Design

In [32] the authors identify the following plant properties thahit achievable closed
loop performance irrespective of the controller used: MNunimum phase (NMP)
characteristics (RHP zeros and time-delayd3-B6], plant-model mismatch, and state
constraints. Hypersonic vehicles (considered in this eltation) possess several of
these characteristics, and can significantly benefit froningegrated vehicle-controller
design procedure. A control-centric approach to systengdesan result in significant
improvement in closed loop performanc87]. This dissertation considers one such

integrated approach to plant and controller design.

In [38], the authors consider the problem of integrated optinomabf a single
parameter plant and controller using an LMI-based appro@chiterative linear matrix

inequalities (LMI) based approach (iterate over controflesign and plant design) has

5



been considered iM3P]. A simultaneous plant-controller redesign has been clansd
in [40]. In [41]], the authors look at the coupling between modeling, uad&st, and
specifications affects a measure of coupling between theelimgdand control design
problems. The limitations of a non-integrated approachys&tesn design and control
design is explored in37]. Several performance limitations and tradeoffs in feettba

control can be found in the special sectid]|

1.4 Organization

The rest of this document is organized as follows: matherakpreliminaries are pre-
sented in Chapte2, and an integrated system and control design frameworkesepited

in Chapter3. Chapters4 and5 examine the modeling and control of an air-breathing
hypersonic vehicle. Trade studies to assess the impactsijrdelecisions on the static
and dynamic properties of the vehicle are presented in @héptThe application of the
multidisciplinary optimization to the design of the hypamg vehicle is considered in
Chapter7. A summary of this research, as well as future researchtarecis presented

in chapter8.



MATHEMATICAL PRELIMINARIES.

In this chapter mathematical results used in the rest ofdisisertation are presented
in a general form. In subsequent chapters application Sp&sipressions derived from
these results are used in order to gain system-specifichinssgction2.3 presents results
on performance limitations in various metrics. A discussda the numerical optimization

techniques used in this dissertation can be found in Se2tibn

2.1 Notation and Preliminaries
2.1.1 Overview

In this section the notation and results used in the restisfdmapter are presented. The
theorems are presented in a general form, and specific apphis are considered later in
this chapter. The definitions and theorems provided herdedound in several references

[43, 44], and are provided here for completeness.

2.1.2 Definitions

Definition 2.1.1 (Convex Set)A setS in a vector space (over real numberX)is said to

be convex if for every,,z, € S, and for every € [0, 1], tz; + (1 —t)xs € S.

Definition 2.1.2 (Convex function) A real valued functionf : S — R (whereS is a
convex set in a vector space) is said to be a convex function if, for every, z, € S,

and everyt € [0,1], f(tzy 4+ (1 — t)xs) < tf(x1) + (1 —1t)f(xq).



Definition 2.1.3 (Linear operators) Let X and Y be vector spaces over a field. A

functionf : X — Y is said to be a linear operator if:

f(x1 +x2) =f(21) + f(22) (2.1)
flax) =af(x) (2.2)

Vi, 20, 2 € X, a € K.

Definition 2.1.4 (Bounded linear operators) Consider two normed vector spacks and
Y. Alinear operatorf : X — Y is said to be a boundedf f f is a continuous linear

operator fromX to Y. The induced norm of is given by:

flx
171 = sup LD 2.9
zex ||7]lx
x#0
Definition 2.1.5 (Dual spaces)The collection of all bounded linear functionals from a
normed vector spac& to R is denoted by * (also known as the dual space®). When-

ever a linear functional is represented by some elemérg X*, < x,2* > denotes the

linear functional evaluated at.

Definition 2.1.6 (Annihilator space) Let S be a subset of a normed linear spake The
annihilator of S (denoted bys+) is the set of elements of the dual space ok such that

<z, x*>=0Vzx € X.

Definition 2.1.7 (Alignment) z* € X* andx € X are said to be aligned ik z,2* >=

[l =1



2.1.3 Theorems

Theorem 2.1.1 (Minimum distance) Let x be an element in a normed linear spa&e
and letS be a subspace of.

inf ||z — s|| = max < z,a" > (2.4)
ses a*eS+

where the maximum is achived for sonjewith ||a*|| = 1. If the infimum is achieved by

somes, € S, thenz — s, is aligned toa;.

Theorem 2.1.2 (Existence)Let X be a topological vector space, arfdbe a lower semi-
continuous functional oX . If S is a compact subset of, theninf,cs f(z) has a solution

T, € S.

While the requirement that be compact might seem restrictive, a solution to the minimum
distance problem can be shown to exist by proving that thepade isveak™ closed #4].

We use the result in theorenl .1 for several vector space optimization problems (such as
model matching problems) presented later in this chaptees@ results are used in other

chapters to illustrate fundamental performance limitaiof systems.

Theorem 2.1.3 (Schur Complement)Consider a symmetric matrix M, and the Schur

complements oft andC' (5S4 and S respectively) given by:

A B
M:

BT C
Si.=C—-BT"A'B

Se=A—BC'BT



Then we have the following conditions:

M>0<A>0, 54 >0.

M>0&C>0,Sc>0.

If A>0,thenM >0« 5S4 >0.

If C' > 0,thenM >0 < Sc > 0.

The Schur complement can be used to convert quadratic itieggido LMIs using the

conditions listed above.

2.2 Numerical optimization
2.2.1 Overview

In this dissertation we examine several optimization pgotd that are of interest to system
and control design engineers. There are several importafiiggns for which closed
form (analytical) solutions do not exist, requiring nunsatimethods for finding a suitable

solution.

While there are many interesting optimization problemsyistesm and control theory
for which there do not currently exist efficient optimizatialgorithms, this dissertation
focuses on problems which can be solved efficiently. Whileekcludes several problems
which are of interest in the design of control systems, thenrobjective of this work is
on integrating control design ideas into the developmendpafcifications and systems.
Control design metrics for which computationally efficisontutions do not currently exist

are difficult to integrate into the system and specificatibiage. Control metrics that
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can be quickly computed, on the other hand, can help limitsghecification or design

space, simplifying the iterative nature of the specificqatsystem-controller design process.

In the rest of this chapter, we consider several numerigaicgerhes used in the rest of
this dissertation. We first discuss convex optimizatiorbpgms in Sectior2.2.2 followed
by a discussion of linear matrix inequalities (a specificetygf convex optimization
problems). Other numerical optimization problems usethimdissertation is discussed in

section2.2.4

The material presented here can be found in several reisemonvex optimization
[45], linear matrix inequalities46], and bilinear matrix inequalitieglf/, 48]. The material
presented here is by no means exhaustive, and only thoseptsribat are directly utilized

in the dissertation are provided for completeness.

2.2.2 Convex Optimization

Convex optimization deals with the minimization of a confemction over a convex set as
follows:

min f(x) (2.5)

zeX

where X is a closed convex set, andis a convex function. Instead of a convex set, a

convex optimization is often formulated in terms of convexstraints as given below:
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subject to

gi(z) <0 (2.6b)
hi(z) =0 (2.6¢)
whereg;(z) (i = 1, 2, ..., m) are convex functions, ankl;(z) (j = 1, 2, ..., n)

are affine functions. If the cost and constraint functioraatks all linear, then the above

optimization is a linear programming problem.

There are several methods to solve convex optimizationlgnodd Some common
approaches includet] (1) interior-point methods, (2) cutting-plane methodad §3)
subgradient methods. Subgradient methods are easy tonmapteand can handle non

differentiable convex function$().

Some common optimization problems that are convex include:

Linear programming.

Quadratic programming.

Semidefinite programming.

Linear Matrix Inequalities.

Linear Matrix Inequalities are of special interest in thaida of control systems, and

are explored in greater detail next.
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2.2.3 Linear Matrix Inequalities for Linear Systems

Several important problems in the design of control systeamsbe formulated as linear
matrix inequalities (LMIs). LMIs are convex optimizationgblems, and several efficient
algorithms for solving LMIs exist. Some common control desbs that can be formulated
as LMlIs include: H*> minimization, finding holdable ellipsoids, computing regs of

attractions, etc.

Linear Matrix Inequalities have the following general form
S(z) =So+ > 5 >0 (2.7)
=1

wheresS; € R™" (i = 0,1,...,m) are symmetric matrices, ande R™ is the variable.
SinceS(x) is a symmetric matrix, some of the terms in the LMI expressitamn be omitted
(replaced with &). In this dissertation, only the upper or lower trianguleemeents of the
symmetric LMI matrices are shown. The difference betweemdiiqn @.7) and a nonstrict

version of it is addressed id§).

We start by presenting the general state-space model #cldss of systems, followed

by the LMI expressions for different metrics.

LMI Models

Consider a linear plant described by the following statesm@xpression:

t = Ax + B,u + Byw (2.8a)

z2=C,x+ D,u+ D,,w (2.8b)
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wherez € R™ is the state vector, € R is the vector of control signals, and € R"

is the vector of disturbances. In this section we use a didtistate feedback control law
u = Kz, whereK € R™*"=_In order to convexify the LMI expressions, we rewrite the
control law as follows:KX = YQ~! whereY ¢ R™*"= and(@ € R"*"= is a positive

definite matrix.

Stability

The condition for the quadratic stability of the closed lasgiven by the following ex-
pression:

AQ+ QAT+ B,Y +YTBI <0 (2.9)

H® norm

TheH>™ norm of the closed loop system (tié induced norm or energy gain fromto z)

is less thany (v > 0) if [51]:

AQ + QAT + B,Y +YTBT  « *
BT —~I % <0 (2.10)

CZQ + Dz,uY Dz,w _71

Constraints on the control input

Norm constraints on the input vector= Kx can be enforced by making use of concepts
from holdable ellipsoids. Let us assume thats the initial state of the system, and that

there are no disturbances. Then the constrigitit)|| < w V ¢ > 0 is enforced if the
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following LMIs hold:

1 =* *
>0 @ >0 (2.11)

x, @ Y w?l

A different constraint on the input can also be usgd(t)||,,.q. ' max; |u;(t)|. For
this metric, the constraint dpu(t)||ma.. < @Vt > 0 is satisfied if the following LMIs hold:

1 * *
>0 @ >0 X <u? (2.12)

x, @ Y w?l

2.2.4 Polynomial Matrix Inequalities

Several important control problems cannot be formulatetlMk. For example, static
output feedback control5p] problems can be formulated as bilinear matrix inequality
(BMI) optimizations. BMI problems, however, are often noneex (for example consider

the simple BMI set described by the expression zy > 0, as shown in figurd).

While BMIs can describe a much larger class of problems, #nieymore computation-
ally complex to solve as they are not convex (specificallgythre NP-hard problemS3)).
In order to find a global optimum value a branch and bound ambraan be usedy, 54]
([48] compares the performance of a branch and bound approabhawievolutionary
algorithm for several common control metrics). PenBBHB|[is the solver used for solving

BMI problems in this work.

These issues also arise in solving more complex matrix ialggs, such as polynomial

matrix inequalities (PMIs). PMI problems (of which BMIs aaespecial case) are also

15



0 0.2 0.4 0.6 0.8 )1( 12 14 1.6 18 2

Figure 1: Bilinear Matrix Inequality 1-xy: Non-convex

non-convex in general, but in some cases SDP represergatanbe found to simplify
the problem using LMIs in a lifted spac&€]. A hierarchy of LMI relaxations to solve

polynomial matrix inequalities is considered Bi].

In this work, both the plant and the controller are desigmeahi integrated framework.
If the state space matrice$, B, C, or D are affine functions of a variable, the LMIs
presented in Sectidh2.3are now bilinear matrix inequalities. Such a problem foratioh

is considered in Chapt&
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2.3 Limits of Performance
2.3.1 Overview

In this section, we examine several performance metricsate of interest to control

engineers. Some of these performance metrics are platriec@re. they can be computed
without implicitly or explicitly designing a controllerywhile others require the design
of stabilizing controllers. Examples of controller indegdent specifications include:
computing the range of the plant (signal space), and nuitrodiability region estimation.

Controller dependent specifications include computing rtiaimum achievableH >

performance (through LMIS).

The main objective (of considering performance limitasipims to include control
metrics early in the system-design phase. If control littotes are incorporated early into
the system/specification design process, we can: (1) deggcifications that are more
likely to be achievable, (2) design systems that are easieontrol, and (3) reduce the

number of specification-system-controller design itersi

The focus is on metrics that can be quickly computed (and baretore be easily
incorporated into the vehicle design process); specijficale consider metrics that can
be computed analytically or can be formulated as a conveinggation problem (e.g.
via Youla parameterization). In case we restrict contraite static full state-feedback
control laws, several common control design problems cdoipeulated as Linear Matrix
Inequalities (LMIs). An overview of convex optimization@&hMIs (and related control

design problems) can be found in sectih@
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In the rest of this section we present several performandgas¢and how to compute
them) that are of interest in the control-design phase. ¥herformance bounds can be
computed, we present the limits of achievable performascevell. These metrics are
broadly divided into two categories: (1) Frequency domaéirios, and (2) Time-domain

metrics. The material presented in this section have apdaaseveral publication9[11].

2.3.2 Frequency Domain Metrics
Bode Integral

The Bode sensitivity integral for MIMO systems is deterntifiy the location of thelf)

unstable open loop poleS§):

Z/OOO o (S(jw)) dw = W;Re(pi) (2.13)

Since our plant is strongly stabilizable, a lower bound anittiegral can be found using
just the plant pole. In addition, the pole can be expressé&gtims of the pitch rate stability

derivative of the plant.

Sensitivity Bounds

We have the following relation for peak sensitivity and céoempentary sensitivity at the

plant output:|| S|l > ¢, [|T||cc > ¢, Where

¢ = arccos |yy,| (2.14)
2
c= \/sin2¢+ ||z+p\|2 cos? ¢ (2.15)
=P
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wherey, is output directionality of the NMP zerq, is the output directionality of the

RHP pole, and is the angle between them.

For a SISO plant with a single right-half plane zerand right half plane pole, the
following holds p9]:

p+z
p—z

> ‘ 2z
/0 In |S(jw)| o dv = mln (2.16)

Additionally, we have the following bound on the impact of ltiplicative output un-

certaintyFp and input uncertaintyy; on the resulting sensitivity’:

7(S') < a(S)a((I + EoT)™) (2.17)

a(5) < Y(P)a(S)a((I + ErTi)™) (2.18)

2.3.3 Time Domain Metrics
Plant Range

The range of the plant is the set of all signals achievable Ipjaat subject to input
constraints. Input signal constraints include saturatigate limitations, and stability

requirements (i.e. the signal must stabilize the system).

Non-minimum phase zeros restrict the plant range irregmect inputs constraints
[44]. Feasibility of norm bounded trajectory specifications ¢ quickly verified using

vector space or convex optimization techniqu&d.[

Input constraints can be handled using a finite basis to appate the input. While

continuous time optimal control ideas can be used, theywo#quire stronger constraints
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(such as differentiability) which are only applicable tovof the metrics. If we use an
input basis, the.; and L, optimization can be transformed into a finite dimensiomadair
program, while thd., norm minimization becomes a finite dimensional convex (gaiic)

optimization problem.

pz=%) “and a trajectoryy’ = ———. Table2.1 shows

z(s+p) s(s+7)"

Example 2.3.1 ConsiderFP,,, 1 =

the minimum output error achievable (in absence of inpust@amts).

Norm | Minimum error | Minimum error | Optimal Input
(norm) (signal) (signal)
L T T 72(5+p)(s+2+T)
1 z(z+T1) z(z+T1) p(z+7)s(s+71)
L T T 27(s+p)
o z+T zs(z+71) ps(s+7)

Table 2.1: Limit of tracking accuracy for>,,,, ;

L, error minimization results in finité,, and L., norm errors. Thel; error minimizer
has an impulse, and thé., optimization results in non-zero steady state error (it is
possible to get arbitrarily close to the optimal, norm error with zero steady state error

[60]).

Figure 2 illustrates the minimum pole location required to meet masi (lower) satu-
ration constraints based on the plant zero and desirethgeithe. The sign of the lower
saturation bound is assumed to be negative.

From Table2.1and Figure2:
e The optimal control signals are stable (i.e. the NMP zermisanceled).

e The control signal must cancel the RHP pole - an internabiypitzing feedback

controller achieves this.
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Figure 2: Variation in peak undershoot for optimal control signal

e Smaller plant instabilities result in greater control urst@ot.

This analysis suggests that greater instability is del@radbreduce undershoot in the
controls; some drawbacks of large instabilities incluagfrency domain waterbed effects,

smaller null controllability regions, etc. The null contedility region is examined next.

Null-Controllability Region

The Null-Controllability Region (NCR) represents a fundartal performance limitation

of unstable systems with actuator saturation constr&jts|

Definition 2.3.1 (Null-Controllability Region) A stater, is said to be null controllable if

there exists & € [0, co) and an admissible contral such that the state trajectory of the
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system satisfies(0) = x, andz(7") = 0. The set of all null controllable states is called

the null controllability region of the system.

We assume that the control saturation bounds are closedgxoand include the
origin. The NCR is nonempty (it contains the origin). Ford¢asystems, the entire space
is in the NCR. For unstable systems with finite saturatiomioisyithe NCR is not the entire

space 62].

Example 2.3.2 Consider the plant,,,, » = ;11 A state space representationiis= = + u.

Let the input saturation bounds bel. The NCRis-1 <z < 1.

However, tracking a command = 1 might be unachievable for the example above
(modeling errors affecting DC gain), or the system might bshed out of the NC region
(due to disturbances). The NCR computation has been exdrfoneontinuous/discrete
systems (with input and state constrain®3][ In this chapter, a saturation constraint is
also included in the formulation. Clearly, the null conkability region is bounded only
along the direction of the anti-stable modes (since anytatxan of the stable modes

would decay without any control action).

Let our system be described by the state space represeritatia C, 0), and have only
one unstable mode. If we have a symmetric saturation bouralipsystem oft-u, then

the limit of the null controllability region along can be expressed as:

0l
= u
P * ¢l

(2.19)

wherep andq are the left and right eigenvectors dfassociated with this unstable mode.

If the system reaches a state whose component alamgreater thar\, then the system
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will go unstable.

Computing the NCR for non-symmetric saturation bounds @aed in B1]. For
multi-input systems, the NC sets of each input considerddpendently and combined

[61, 64).

We observe the following from equatioB.(9:
e The larger the instability (keeping the directionality stant), the smaller the NCR.
e The smaller the saturation bound, the smaller the NCR.

¢ If the system enters a state outside the NCR, its trajectdhpaunstable.

The directionality of the trajectory and trajectory-romess (as related to the NCR) is

examined next.

The NCR is limited in the direction of the unstable rightengector. It is desirable to
maximize the gap between the vehicle trajectory from the Nnblary due to disturbance
robustness, and stickinesl]. The vehicle can be designed to maximize the trajectory-

boundary gap.
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Example 2.3.3 Consider two plants’,, 5 and P, 4, whose state space representations

are given below:

1 1 1

PtoyS_ ) 7|:1 0:|70
0 —1 1
1 1 1

= (|1 L o]
0 —0.9 1

(2.20)

(2.21)

Both plans have the same unstable right-eigenvedtod]”, and are assumed to have

the same input saturation bound@.5). The desired trajectory has a steady state output

of 1. In the absence of disturbances, both plants can achievdesired output. The NCR

region for each plant is given by:

P
0.75 —0.75 —0.4472
Sneg = Co ; U span
0 0 0.8944
0.763 —0.763 —0.4657
SNC,4 =Co , U span
0 0 0.8849

whereCo denotes the convex hull of the vectors.

Based on steady state analysis, the terminal conditions are

1
Uss,3 = _0-57 Lss,3 = s Jss,3 = 0.75
—0.5
1
Ugs 4 = _047377 Lss,3 = 3 Jss 4 = 0.7230
—0.5263
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gss.; denotes the component of the steady-state vector alongtehle mode for thé”

plant.

We observe the following:
e P, 3 has no control margin for uncertainty.

e P,, 3 has a smaller state disturbance rejection margin (“closeits NCR bound-

ary).

The above example only considered the steady state - a camggbproach must
consider the distance of the entire trajectory from the N@Rnary. Additionally, the

minimum gap at steady state must be computed over all steiebdve the desired output.

The robustness analysis is performed for a specific stateespgpresentation. In
general, linear plants can be expressed in several equivi@ens. Under an invertible
linear transformationt = Sz, a statex, is null-controllable (for the original state
space model) iftr, = Sz, is null-controllable using the transformed state spaceehod
i.e. the NCR undergoes the same transformation as the ,statdsstate disturbances.
However, any metric on the robustness of the trajectory rneshvariant to state/control

transformations.

Robust Null-Controllability Region

The above definition of NCR only requires the existence ofraiasible control signal to
bring the system to the origin. However, the control signahthhave discontinuities that

are not realizable by an actual controller. To address$Bisg, we can restrict our attention
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to control signals that come from a state feedback controAa additional drawback is
that the NCR does not have a notion of robust states. To aslthies we define a new

region called the Robust Null Controllability Region (RNXORformally below.

Definition 2.3.2 (Robust Null-Controllability Region) A statez, is said to be in the
Robust Null-Controllability Region if there exists a “raftucontroller X' such that the
resulting control signal is admissible and the state trégeg follows the following

boundary conditionsz(0) = x,, andlim;_,., z(t) = 0.

The exact specifications of a robust controller depends ersyistem designer. Due
to the difficulties in addressing the existence of such a sbloontroller, we limit our
attention to state-feedback controllers (which can be doua LMIs). The RNCR is the

union of all regions of attraction over all robust contradle

The size of the (Robust) Null-Controllability region (afpmthe unstable eigenvector
directionp) under a state-feedback law is given by the following optation (excluding

stability constraints from Equatio2.9)):

max A
@A (2.26)
subject to
Q>0
A>0
(2.27)
IV
P >0
Ap @
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It should be noted that while the NCR is not limited along Eabgenvector directions, the
state-feedback NCR conditions can be violated by movindaoalong stable eigenvectors

(due to a violation of Equatior2(27)).

The RNCR (computed using state-feedback) has the folloativgintages:
e Easy to compute using LMIs.

e Guarantees the existence of robust controllers to stalitie system.

We also have the following ordering of the above regions:
RNCR (using state feedback) NCR (using state feedback) NCR

2.4 Summary

In this chapter we presented several mathematical refudtsaill be used in the rest of
this dissertation. Several common control design problemse formulated as convex
optimization problems using Linear Matrix InequalitiesheBe LMIs (and similar BMI

problems) are revisited throughout this dissertation, heey tare of interest to control

system designers.

Fundamental performance metrics (such as lowest tracknog achievable, smallest
peak sensitivity, and null-controllability regions) weaakso examined. While these results
presented in this chapter are optimistic (i.e. they neglediain ‘real-world limitations),
they can be quickly computed and thus represent an impddahtn evaluating system

designs.
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The metrics presented in this chapter are used in the inezfdesign framework

considered in the next chapter.
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INTEGRATED DESIGN AND CONTROL OF DYNAMICAL SYSTEMS

3.1 Overview

In this chapter we present the main focus of this dissertaaianultidisciplinary optimiza-
tion framework to integrate system and control design roetusing BMIs (Algorithm
1 presents the pseudocode for the algorithm). In later chapte shall examine the
computation time associated with finding equilibriums aikedrizing models from
nonlinear differential equations (see Tallé for a quick summary). Due to the high
computation cost associated with evaluating differenigihss we use approximations to

reduce the number of exact function evaluations required.

Any algorithm used for multidisciplinary optimization ntuse capable of including
system and control constraints - the methodology presentékdis chapter can handle
multivariate polynomial constraints (representing systdesign constraints), as well as
control constraints that are traditionally formulatedngsiinear matrix inequalities. This
is done by using affine approximations for the plant moded, BklI solvers for numerical

optimization.
The rest of this chapter is organized as follows: a frameworgerform integrated

system and control design is presented in Sec8dh followed by a discussion of its

capabilities and limitations. Secti@3 summarizes the work done in this chapter.
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3.2 Integrated System-Controller Design

In this section we examine an integrated system-contrdiésign problem. We present
a description of the system and the controller, follow by fbenulation of the exact
problem. Due to the complexity involved in solving the exaobblem, we solve an
approximation to the original problem using bilinear nwairiequalities (a discussion on
LMIs and BMIs can be found in Sectidh?2). By iteratively restricting the search space

and improving the approximation, we attempt to solve théesyscontrol design problem.

Multidisciplinary optimization can be computationally mplex, with non-convex
objectives and constraints that can be expensive to egallrabrder to improve the com-
putation time required, we approximate the plant using ineafodel, and constraints are
approximated by multivariate polynomials. Once a desigriiie approximate problem is
found, the exact plant (at the ‘optimal design parametsrepmputed. If the exact system
satisfies the design requirements, a feasible solution éas found. If it is not feasible,
we use the new model to improve the approximations and repeatptimization. This
procedure is repeated till we get a feasible solution, oreasible solution is believed to

exist (i.e. some termination condition is satisfied).

This algorithm is used in later chapters in order to imprdwevehicle design procedure
for an air-breathing hypersonic vehicle. Since the inigbjective is to obtain a set of
feasible designs (rather than an optimal design - which warive metrics that are hard to
guantify), the optimization problems are formulated asstésr feasibility. They can be

easily modified to optimize a particular objective functidrdesired.
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3.2.1 System Description

Consider a nonlinear system described by the followingedzffitial equations in the stan-

dard state-space form:

& =A(p(t), p(t))x(t) + Bu(p(t), p(t))u(t) + Bu(p(t), p(t))w(t) (3.1)

2(t) =C.(p(1), p(t))2(t) + Dou(p(t), p())u(t) + D2w(p(t), p(t))w(t) — (3.2)

wheret denotes timegy € R is the vector of states\, is the number of states),
u € RN« is the vector ofN, control signalsqw € RM- denotes the vector oW,
exogenous inputs (such as reference commands, distudh@&iceA, B,, C., D, are the
state space matricesjs a vector denoting the operating conditions, ansl the vector of
design parameters (of dimensiof). z are the performance signals of interest. We also
assume thab denotes the operating conditions of interest (i) € © Vt € [0, 00)), and

® c R™» denotes the set of all acceptable plant parameters.

The constraint seb can be specified explicitly (such as a bounding box for thetet
acceptable designs) and/or through constraint equatMien the design parameters lie
in a closed convex polytope, the constraints on the plaratrpaters can be expressed as a

linear inequalities (intersection of half-space®j][

While there are infinitely many possible operating points,sample the space to get a
finite set of operating conditions i.e. € [p1, p2, ..., pn,], WhereN,, is the number of

operating point samples. We refer to the set of sample pasifs

In this dissertation, we use an affine approximation for tiagesspace model of the

plant as shown here:
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Np
Aj (p) défAj,o + Z Aﬂpi (33)

i=1

Np
B, ;(p) défBu,j,O + Z By, jipi (3.4)
=1
NP
By, ;(p) déwa,j,O + Z By, jipi (3.5)
i=1
; =A;(p)x;(t) + Buj(p)u(t) + Bu;(p)w(t) (3.6)
2;(t) =C,x;(t) + D, u(t) + D, ,w(t) (3.7)
whereN, is the number of plant parameters, and= [1, 2, ..., N,]is an index for the

operating point. Therefore, we consider one affine modetHerplant at each operating

point.

We make the following assumptions about the system:

Assumption 3.2.1 (Controllability and Observability) We assume that the system is ob-
servable and controllable for all operating conditions ofarest, and all vehicle designs

being considered.

Assumption 3.2.2 (Dimensions of the SystemyVe assume that the dimensions of the lin-

earized system does not change based on the operating icoisdit

3.2.2 Controller Description

Since this is a preliminary design phase, where we are stemtién computing the limits of
performance, we use a static full-state feedback contval Buch a control law assumes
that all states are measurable (in practice, some statés b@gstimated using an observer,

which requires the system to be observable). For a singla glkaying ‘close’ to one
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operating point, we parameterize the control law as follows

u=Kzx (3.8)
=YQ™! (3.9)
Q >0 (3.10)

whereu € RN is the control vectory € R: is the state vectory € RY-*M: s
the static control law parameterized by = YQ~!, Q € RM>*"s is a positive definite

matrix.

In Section2.2.3 several controller design problems were presented as LNlhese
design problems involved the state-space matrices of tn&,phnd hence depend on the
system design parameterand the operating conditign However, we are not interested
in finding a control law for every possible design paramgtéut only for the final/optimal

design parameter*.

For a plant specified by a design vecggrthe control law depends on the operating
point p. The nonlinear control law is given bi,(p) : © — RM*N:_ Since the plant is
approximated as an affine function of the plant parametesat af fixed operating points
(see equation3(3) above), we design the controller at the same operatinggpamwell;
instead of obtaining a nonlinear control I&(p) directly, we compute one controller for
each sample operating poiat, ., j <€ [1, 2, ..., N,] and schedule the controller to
obtain a nonlinear control law. Several methods for intlxfileg controllers between the

operating points have been discussedi].[
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While the parameterization of the controllers (in terms’oénd Q) allows us to for-
mulate common control constraints as BMIs, the computatioomplexity of the problem
is not reduced (BMIs are NP-hard - see Secti®.4d. However, a non-parameterized
controller would result in the control metrics being Polymial Matrix Inequalities (PMIs)
of order at least three. While PMIs can be reduced to BMIs aithmented variables and

equality constraints, this would increase the dimensitnaf the problem significantly.

By parameterizing the controller, however, we cannot maate the structure of
the controller directly. Additional constraints are negde limit the control design to a

decentralized architecture, for example.

3.2.3 Exact Problem Formulation

The general integrated system-control design problemeaddd in this dissertation can be

formulated as given below:

min 1 (3.11a)
P, Kp(p)
subject to

wherep is the design parameter vectdf,(p) is a operating point dependent control law,
P(p, p) is the nonlinear plant model that depends on the design edeasnand operating

condition, and~ is the constraint equations.
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3.2.4 Approximate Problem Formulation

The exact problem formulation above can be quite difficukdtve. The plant, controller,
and constraints can be nonlinear functions of the plantrpararization and operating
points. As a first step, we approximate the plant and comégrait the chosen operating

points in order to simplify the problem.

Based on the approximations to the plant in Equat®)( the problem described in

Equation 8.11) can be modified as follows:

min 1 (3.12a)
P, Kp,j
subject to
Gi(p, Ky, Pi(p)) <0 (3.12b)
wherej < [1, 2, ..., N, Pj denotes the affine approximation to the state space

representation of the plant at operating point and C?j is an approximation to the
constraintGy at the operating poing;. Clearly, we have one approximation frat each

operating point; however, the parametas the same across all operating points.

The cost and constraint functions can include both com&lglvant metrics as well as
system design metrics. In this dissertation, we use BMIs ranttivariate polynomials
to approximateﬁpj. Using a BMI solver, we attempt to solve the approximateroa-
tion problem (and compare the result with other solvers)s §blution to an approximate

optimization problem forms the core of the iterative op#ation approach.
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Some common control constraints can be formulated as LMisduhe parameteriza-
tion in Equation 8.8)) as shown in Sectiof.2.3 However, since the state space matrices
for the plants are approximated as affine functions of tharpaters (as in Equatio.Q)),

the control constraints are now BMIs (see Secfdh4).

3.2.5 lterative Solution

In order to obtain a solution to the exact problem in Equafial), we solve a series of
approximate optimization problems (described by Equ&Bid®) in an iterative process, as

described below in Algorithm. The following notation is used:
e S,: The set of sample points of the operating space

p: RY» vector parameterization of the plant

®: The set of acceptable plant desigfs;c RVr.

Qo: A N dimensional simplex}, C .

S,. Set of N, operating point samples.

P(p, p): Nonlinear plant.

P(p,S,): Approximation to the planp.
e G(p, p): Inequality constraint (denoted lgy for brevity).

G(p,S,,P): Approximation toG in a restricted set (denoted loyfor brevity).

e: Branching termination criteria.

Q@: A queue of simplices still to be evaluated.
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Algorithm 1 Iterative Multidisciplinary Optimization: Feasibility

Require: S, Q, G, P(p,p), €
1 Q «— > Q: queue of simplexes
2. while Q is not emptydo
3: Pick P (verticesVp;) fromQ (i € [1, ..., N, +1])

4:  Obtain approximationé, P using values atj
5: Findp* € int(P) such thali(p*) < 0 > Solve approximate problem feasibility
6: if p* existsthen
7: if G(p*) < 0then > Test feasibility for exact problem
8: Clear Q,return p* > Feasible solution found
9 else
10: if size(P) < ethen
11: continue with @ > Polytope too small, don’t branch further
12: end if
13: end if
14: else > Approximate problem not feasible
15: if size(P) < ethen
16: continue with @ > Polytope too small, don’t branch further
17: else
18: Setp* = centroid(P) > Polytope large, branch
19: end if
20: end if
21: Split upP into sub-simplexes using as a fixed vertex of all sub-simplexes.
22: Push each sub-simplex inf®
23: end while

The use of a queue in Algorithrh makes the algorithm a breadth first search (BFS)
type of algorithm. If we wish to use a depth-first-search atgm, a stack can be used
instead. Alternatively, the elements of the list of simggxo evaluate can be reordered
based on a ranking function (such as ‘distance’ to feaghilo improve the speed of the

algorithm.

Tthe approximate feasibility problem (Ling of Algorithm 1) can be solved using
several optimization algorithms. In this dissertation, @& express the constraints as
BMIs and multivariate polynomials; these problems can lregked using a BMI solver.

Alternatively, we can use a pattern search or direct seaasied algorithm, or using a
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(approximate) gradient based approach (such as NPSOL@tindases, the approximate
constraint evaluations are fast, since the controllerghegroblem is an LMI (for a given

plant configuration, the controller design problem is an LMl

3.2.6 Properties

We shall now examine the advantages and limitations of Atigor1l. Some of the advan-

tages of the algorithm include:

Initialization : The algorithm does not require the initial vertices of tlodypope to be

feasible.

Parallelization : The algorithm can easily be parallelized since the opttiin on each

element in the queue is independent.

The algorithm has several limitations, however, as listldw:

Complexity : In each iteration of the algorithm, a BMI problem (NP-hamt)st be solved.

While efficient branch-and-bound techniques exist, suoblems are hard to solve.

Controller Structure : The parameterization of the controller prevents us froredaly

imposing structure on the control law.

Problem size : Since we parameterize the controller, the problem size/gron-linearly

(at least quadratic) with the model size.

Two approaches to improve the spped of the algorithm areth@ jermination factor
e can be increased (at the cost of accuracy of the solutioh)f &non-feasiblep* is too

close to the existing vertices of the polytope, it can be nddaehe centroid of the polytope.
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3.3 Summary

In this chapter we considered a multidisciplinary optintima capable of handling system,
specification, and control metrics. Such problems are aftanputationally expensive;
we would like to reduce the number of function evaluatiorggineed to compute feasible

designs. This is achieved through approximating the olgeaind constraints

In later chapters, we consider the design of air-breathiyyjgersonic vehicles. We
examine the impact different vehicle configurations havetloa static and dynamic
properties of the vehicle. The results of the trade studiesised in the multidisciplinary
optimization framework to include metrics of interest totrol and aerospace designers

while designing the vehicle.
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MODELING OF AIR-BREATHING HYPERSONIC VEHICLES.

4.1 Overview

In this chapter, we examine the model of a 3-DoF air-bregtlmypersonic vehicle. A
nonlinear model is presented, and the impact of certain fimgdassumptions (specifically
with regards to the vehicle exhaust plume) are examined. Ifamnative approach to
computing pressures in the plume is presented, and the mahgroperties are evaluated.
The model is used in the next chapter to design controlledsexamine the limits of

performance.

Since the historic 2004 scramjet-powered Mach 7 and 10 flighthe X-43A b7-70Q] ,
hypersonics research has seen a resurgence. Air-breatpegsonic propulsion is viewed
as the next critical step toward achieving (1) reliablepféble, routine access to space,
as well as (2) global reach vehicles. There are commerceéabamilitary implications to
both objectives. Rocket-based (combined cycle) propulsystems1] are much more
expensive to operate because they must carry oxygen. Thpiarigularly costly when
traveling at lower altitudes through the troposphere @edow 36,152 ft). They do not
exhibit the desired levels of reliability and flexibility.¢e airplane like takeoff and landing
options) either. As a result, much emphasis has been placegdmstage-to-orbit (TSTO)
designs that involve a turbo-ram-scramjet combined cycdt $tage and a rocket second
stage. This research focuses on control challenges as=ciath scramjet-powered

hypersonic vehicles/[1-76].
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There main modeling contributions of this dissertation are

e Engine: The original engine dimensions were inconsistettt the mold line of the

vehicle. We rectify this mismatch by changing the nozzle diffdser area ratios.

e Plume: We develop an algorithm to compute the pressureseitvehicle exhaust
(plume) to bring it closer to results obtained from a nunmedrocedure, while still

significantly improving computation time.

e Plume Impact: We also examine the impact of the plume on thekedesign and

control algorithm, in order to highlight the need for acdarplume modeling.

In Section4.2, we examine a first principles-based model of the hyperseeinicle,
and discuss the trimming and linearization of the model ictia 4.3. An alternative to
the conventional plume model is examined in sectloh where a speed-fidelity trade-off
is examined. SectioA.5 investigates the importance of the accuracy of the plumeeinod

on the system and controller design problems through sieyaenples.

4.2 Description of Nonlinear Model

In this section, we consider a first principles nonlinear @fdynamical model for the
longitudinal dynamics of a generic scramjet-powered hymeic vehicle 72, 73, 77-87].
The vehicle is 100 ft long with weight (density) 6,139 Ib peof of depth and has a bending
mode at about 20 rad/sec. The controls include: elevatmichsbmetrically normalized
fuel equivalency ratio (FER), diffuser area ratio (not adesed in our work), and a canard
(not considered in our work). The vehicle may be visualizedleown in Figur& [77, 8§].
Modeling Approach. The following summarizes the modeling approach that has bee

used.
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Figure 3: Schematic of Hypersonic Scramjet Vehicle

e Aerodynamics. Pressure distributions are computed using inviscid coaginke
oblique-shock and Prandtl-Meyer expansion theof¥, [87, 89, 90]. Air is as-
sumed to be calorically perfect; i.e. constant specific haatd specific heat ratio

def Cp

£ = 1.4 [74, 89]. A standard atmosphere is used to calculate freestream

properties §§].

Viscous drag effects (i.e. an analytical skin friction maee captured using Eck-
erts temperature reference meth@d,[77]. This relies on using the incompressible
turbulent skin friction coefficient formula for a flat plat@f central importance to
this method is the so-called wall temperature used. The hasdeimes a nominal

wall temperature 02500°R [77].

Unsteady effects (e.g. due to rotation and flexing) are cagtusing linear piston

theory [77, 91]. The idea here is that flow velocities induce pressures jushes
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pressure exerted by a piston on a fluid induces a velocity.

Propulsion. A single (long) forebody compression ramp provides condgito the
rear-shifted scramjet inlet. The inlet is a variable geoynetlet (variable geometry
is not exploited in our work). The model assumes the preseh@ (infinitely
fast) cowl door which uses AOA to achieve shock-on-lip ctinds (assuming no
forebody flexing). Forebody flexing, however, results in miass flow spillage
[87]. At the design cruise condition, the bow shock impinges oneihgine inlet
(assuming no flexing). At speeds below the design-flight gamwand/or larger
flow turning angles, the cowl moves forward to capture theckhdét larger speeds
and/or smaller flow turning angles, the bow shock is swaltblg the engine. In
either case, there is a shock reflected from the cowl or witheninlet (i.e. we have
a bow shock reflection). This reflected shock further slowsrdthe flow and steers
it into the engine. It should be noted that shock-shock augons are not modeled

[8g].

The model uses liquid hydrogen (LH2) as the fuel. It is asslithat fuel mass flow
is negligible compared to the air mass flow. Thrust is lineeglated to FER for all
expected FER values. For large FER values, the thrust lefeltn practice, when
FER > 1, the result is decreased thrust. This phenom8igig not captured in the
model. As such, control designs based on this nonlinear h{odelerived linear

models) should try to maintain FER below unity.

The model also captures thermal choking. A (state depehdamtration level

- associated with FER (e.g. thermal choking and unity FER)d a useful FER
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margin definition (one that can be used for the design of obrgystems for
scramjet-powered hypersonic vehicles) was addresse8l .ifrinally, it should be

noted that the model offers the capability for addressingdr fuel depletion.

e Structural. A single free-free Euler-Bernoulli beam partial differahtequation
(infinite dimensional pde) model is used to capture vehitdsteity. As such,
out-of-plane loading, torsion, and Timoshenko effectsreeglected. The assumed
modes method (based on a global basis) is used to obtairahfiquencies, mode
shapes, and finite-dimensional approximants. This reguldismodel whereby the
rigid body dynamics influence the flexible dynamics througimeyalized forces.
Within the current model, forebody deflections influence rilgegd body dynamics
via the bow shock which influences engine inlet conditiohsudt, lift, drag, and
moment B3]. Aftbody deflections influence the AOA seen by the elevatorsiéah,

flexible modes influence the rigid body dynamics.

e Actuator DynamicsSimple first order actuator models (contained within thgioal

FER - 10

model) were used in each of the control channels: elevatgts, 1o

canard si% (Note: canard not used in our study). Elevator position ate satu-

ration become very important given the vehicle’s (open Jaoystable dynamic$8p).

Generally speaking, the vehicle exhibits unstable nonsmim phase dynamics with

nonlinear aero-elastic-propulsion coupling and crit{séhte dependent) FER constraints.
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The model contains 11 states: 5 rigid body states (speech, ppitch rate, AOA,

altitude) and 6 flexible states.

Unmodeled Phenomena/EffectsAll models possess fundamental limitations. Realiz-
ing model limitations is crucial in order to avoid model nmgsu Given this, we now provide
a (somewhat lengthy) list of phenomena/effects that areaystured within the above non-
linear model. (For reference purposes, flow physics effaetsmodeling requirements for

the X-43A are summarized withi®g].)

e Dynamics.The above model does not capture longitudinal-lateral lbogiand dy-

namics P3] and the associated 6DOF effects.

e AerodynamicsAerodynamic phenomena/effects not captured in the moadéide
the following: boundary layer growth, displacement thieks, viscous interaction,
entropy and vorticity effects, laminar versus turbulenwflélow separation, high
temperature and real gas effects (e.g. caloric imperfeoti@ctronic excitation, ther-
mal imperfection, chemical reactions suchbaslissociation) 4], non-standard at-
mosphere (e.g. troposphere, stratosphere), unsteadgiteric effectsq4], 3D ef-
fects, aerodynamic load limits. Many of these effects wadlrhost severe along the

aftbody of the vehicleg§].

e Propulsion.Propulsion phenomena/effects not captured in the modeideche fol-
lowing: cowl door dynamics, multiple forebody compressiamps (e.g. three on X-
43A [95, 96]), forebody boundary layer transition and turbulent flovirtiet [95, 96],
diffuser losses, shock interactions, internal shock &sfediffuser-combustor inter-
actions, fuel injection and mixing, flame holding, enginaiign via pyrophoric
silane B9 (requires finite-rate chemistry; cannot be predicted gailbrium meth-

ods P7], finite-rate chemistry and the associated thrust-AOA-MBEIR sensitivity
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effects P8, internal and external nozzle losses, thermal choking iadyghenom-
ena (2D and 3D) and unstart, exhaust plume characteristed, door dynamics,

combined cycle issue3{].

Within [98], a higher fidelity propulsion model is presented which adskssnternal
shock effects, diffuser-combustor interaction, finiteerahemistry and the associ-
ated thrust-AOA-Mach-FER sensitivity effects. While themmnal Rayleigh-based
model (considered here) exhibits increasing thrust-AOAsgity with increasing
AOA, the more complex model irBB] exhibits reduced thrust-AOA sensitivity with
increasing AOA - a behavior attributed to finite-chemistifgets. Future work will

examine the impact of internal engine losses, and high testyre gas effect.

e Structures.Structural phenomena/effects not captured in the modaidecthe fol-
lowing: out of plane and torsional effects, internal stunat layout, unsteady thermo-
elastic heating effects, aerodynamic heating due to shopkigement, distinct ma-

terial properties99], and aero-servo-elasticity 00, 101].

— Heating-Flexibility Issueskinally, it should be noted that Bolender and Doman
have addressed a variety of effects in their publicatiors. example, within
[73, 83] the authors address the impact of heating on (longitu§istalictural
mode frequencies and mode shapes. Comprehensive heaswgflexibility-

control studies will be examined further in a subsequentipaition.

It should be emphasized that the above list is only a paisiallf one needs fidelity at high

Mach numbers, then many other phenomena become importgri),edissociation 74)].
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Longitudinal Dynamics. The equations of motion for the 3DOF flexible vehicle are

given as follows:

0= [M} — gsin~y (4.1a)
m
. L+ Tsina g v
i = [ - } [v o h} COs 7y (4.1b)
Iyy
h = vsin vy (4.1d)
0 = q (4.1e)
fi; = —2Cw;n; — win; + N; i=1,2,3 (4.1f)
ol 6 —~ (4.19)
Ry 1°
_ 4.1h
y w | (@)

whereL denotes lift,l" denotes engine thrugh) denotes dragM is the pitching moment,
N; denotes generalized forc€sgemotes flexible mode damping factoy,denotes flexible
mode undamped natural frequenciesgdenotes the vehicle’s total mads, is the pitch
axis moment of inertiag, is the acceleration due to gravity at sea level, @adis the

radius of the Earthd8].

e States.Vehicle states include: velocity, FPA v, altitudeh, pitch rateq, pitch an-
gle 6, and the flexible body stateg, 7j1, 72, 7j2, 113, 773. These eleven (11) states are

summarized in Tablé.1

a7



Symbol | Description Units

v speed kft/sec

v flight path angle deg

0 pitch deg

q pitch rate deg/sec

h altitude ft
15t flex mode -

i 1** flex mode rate -

i 2nd flex mode -
Ty 2"d flex mode rate -
371 flex mode -
T 3¢ flex mode rate] -

PP O0W0O~NOOITDA,WDN PR
3
=

= O
=
By

Table 4.1: States for Hypersonic Vehicle Model

e Controls. The vehicle has three (3) control inputs: a rearward sitlatevators,,
a forward situated cana@ !, and stoichiometrically normalized fuel equivalence

ratio (FER). These control inputs are summarized in Tall2e

# | Symbol | Description Units
1| FER | stoichiometrically normalized fuel equivalence ratio -

2 e elevator deflection deg
3 O canard deflection deg

Table 4.2: Controls for Hypersonic Vehicle Model

In the above model, we note that the rigid body motion imp#eatsflexible dynamics
through the generalized forces. As discussed earlier,gkibfé dynamics impact the rigid
body motion through thrust, lift, drag, and moment. Nomimaldel parameter values for
the vehicle under consideration are given in Tahl& Additional details about the model

may be found within the following reference&? 73, 77-8§].

LIn this work, we have removed the canard. Future work willneixee the potential utility of a canard as
well as its viability.
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Parameter Nominal Value| Parameter Nominal Value

Total Length (L) 100 ft Engine Length 20 ft

Forebody Length 47 ft Aftbody Length 33 ft

(Ly) (L2)

Elevator position (-85,-3.5) ft | Elevator Area 17 ft2

Engine inlet height 3ft Engine  exhaust 3ft

h; height h

Diffuser area ratio 0.1 Nozzle area ratio 10

Upper forebody 3 Lower forebody 6.2

angle (i) angle (iz)

Tail angle ) 14.342 Mean  Elasticity 8.65 x 107 psi
Modulus

Center of gravity (-55,0) ft Weight per unit| 6.14 x 10° Ibs/ft
width

Titanium  Thick- 9.6in Moment of Inertia| 8.67 x 10* slugs ft/ft

ness Ly

First Flex. Mode| 19.76rad/s | Second Flex 47.84 rad/s

(wWn,) Mode (v;,,)

Third Flex. Mode| 94.91rad/s | Flex. Mode 0.02

(wny) Damping ()

Table 4.3: VVehicle Nominal Parameter Values

In the next section, the impact of the plume model is dematesit Speed-fidelity
tradeoffs are addressed. A widely used plume approximatamintroduced within]0Z]
and used in72, 87]. The next section will outline an alternative approximatimethod

and compare it to the previous methods.

4.3 Trim and Linearization

In this section we examine the trimming and linearizatiorthef model. Trimming the
vehicle refers to finding an equilibrium point of the nonkmenodel presented in Equation
(4.1). Linearization is used to obtain a linear model (small algapproximation) to the
nonlinear differential equations of the vehicle dynamidse work presented in this section

has appeared ir6].
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4.3.1 Trimming

For a general nonlinear system, we have the following sfseerepresentation:

@(t) =f(2(t), u(t)) z(0) =, (4.2)
where
o f=1[filry, . xp,ur, .o U)oy fr(Tr, o Ty U, Uy) ]T € R" - vector
of n functions
o u=[Up,. .., Up ]T € R™ - vector ofm input variables
o r=|x,...,1y ]T € R™ - vector ofn state variables
o 1, =[mx1,,...,2p, ]T € R™ - vector ofn initial conditions

(x., u.) is anequilibriumor trim of the nonlinear system att = 0 if

f(xz,u) =0 forallt >0 (4.3)

Trimming refers to finding system equilibria; i.e. statexrol vector pairs(z., u.)

such thatf (z., u.) = 0.

e The trimmable region limited by 3 effects:

— Structural loading due to high dynamic pressure g = 2000 psf.
— Thermal choking within engine 1]).

— FER =1 (f1]).
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e Many static properties are constant (or fairly constanongllines of constant

dynamic pressure]).

The general procedure for trimming the vehicle is given Welan optimization based

approach to execute those steps is examined next.
1. Choose Mach and altitude (within trimmable region).
2. Set pitch rate, flexible state derivatives to zero.
3. Set) = « (level flightory = 0 — a = 0°).

4. Solvef(z,u) = 0 for AOA, flexible states, controls (elevator, FER).

In order to obtain the equilibrium numerically, we solve flolowing optimization

problem:
min || s (4.4)

wherez is the derivatives of the state (we want them to be small at)iri: is the states
vector,u are the controls. This minimax optimization is solved ughmg&fminconMATLAB
routine.

Once a trim of the nonlinear differential equation is fouwe,can linearize the vehicle

about the equilibrium point. This is examined next.
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4.3.2 Linearization

For a general nonlinear system, we have the following sfseerepresentation:

&(t) =f(x(t), u(?)) z(0) = z, (4.5)
Y(t) =g(x(t), u(t)) (4.6)
where
b f = [fl(ﬂfl,---,l’n,Uq,---,Um),---,fn<ﬂf1,---,xn,Ub---,Um) ]T € Rn - vector
of n functions
o g=[g1(T1, o Ty ULy ey Up)s ey Gp( X1y ey Ty Uy e ey Uy ]T € R? - vector of
p functions
o u=/|u,... ,uy,|" €R™-vector ofm input variables
e x=|xy,...,2,]" € R"-vector ofn state variables
o v, =[mx1,,...,2p, ]T € R" - vector ofn initial conditions.
e y=1[y1,.-,Un ]T € RP - vector ofp outputs

Let (z., u.) be anequilibriumof the nonlinear system. A linear state space representa-

tion (ssr) which approximates the nonlinear system ear..) is obtained:

di(t) =Adx(t) + Bou(t) 0x(0) = oz, (4.7)

dy(t) =Cox(t) + Du(t) (4.8)
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where

[ on o | [ o on |
or1 " OTn our ¢ Oum
A=+ B=| : i (4.9)
Ofn Ofn Ofn Ofn
L 8:(:1 T aCCn i (:Be,ue) L 8u1 e Bum i (lBe,Ue)
991 91 991 o991
Ox1 77 Ozn dui " Oum
C= : : : D= : : : (4.10)
99p o O9p 9Og9p o 9gp
L Bml an i (-’Ee,ue) | 8u1 aum i (ZBe,Ue)
du(t) & u(t) — ue dx(t) o x(t) — e 5zo & 2 — 20
def def
5y(t) é y(t) — Ye Ye é g(xeaue)

Since analytic expressions for the partial derivativetetlsin equatiord4.9 are not

available, they must be approximated numerically usingefidifferences.

The standard centralized finite difference has been impiézde

df  f(x+Azx) — f(r — Azx)
. IA (4.11)

Consider the simple example where

f = sin(x) (4.12)

e For the simple example, step size bounds must be bet{¥eer¥ 10~2]

e In general, for the complex nonlinear model the bounds a@lsfii0—> 10~3]
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d(sin x)/dx evaluated @ x =1

1 T : - -
Central Difference: sm(m+A12);im(w7Ax)
0.8 7
< 0.6} 1
S v
S 04- \ / 1
0oL Onset of numerig% noise Method loses numerically |
) @ Ax <10 accuracy @ Ax > 1072
0 | | | |
107"° 107" 10° 10°
A X

Figure 4: Simple Linearization Example

— Bounds may vary for each element of equato@

— Bounds may vary based on operating point.

— Blind implementation of MATLABIlinmod command will not take this into

account.

Based on the equations of motich1a4.1f), we define the following accelerations:

x :TC(E(# (4.13)
g % (4.14)
M= — (4.15)

vy

wherel is the lift, D is the drag;’ is the thrust M is the momentg is the angle of attack,
m is the mass of the vehicle arg, is the moment of inertia.

We construct a model with the following states and controls

ex=[V, a Q@ h 0nn ---]T (we may extend the vector x to include as many

flexible modes as required. Below we use three flexible statdgheir derivatives)

e U=[), 5¢]T (we are considering a two control model with only the elervatad the

FER as inputs)
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Below, we provide a ssr for the linearized mod&3]

- Xo Xa 0 X, —g  Xp 0 Xng 0 .
Zv Za 1_7Q Zn Zm 0 Zng 0
v, V1 Vi, V1 VT, V1,
My Mo Mg My O Ay, 0 Ay, 0
0 -V 0 0 W 0 0 0 0
| o o 1 0 0 0 0 0 0
A=120 o 0 0 0 0 1 0 0 (4.16)
Niw Nia 0 Nip 0 —wi+Nig —2wi+Nig - Nigg 0
0 0 0 0 0 0 0 0 0
Now N2a 0 Nop O Nany 0 Ni,ng 0
0 0 0 0 0 0 0 0 1
L N3w N3 0 Nz O N3,y 0 o —wW3+N3,n3 —2Cws+N3 5
Xs. X,
Zs, Zsy
Vr, Vr,
//58 .//5(1)
0 0
0 0
B= 0 0 (4.17)
Nis, Nig,
0 0
Nas, Nag,
0 0
Nzs. Nss,

For completeness, the dimensional derivatives equatmmthé rigid body modes are

given below.

1 (/0T oD
X, = — (0—\/T cos(ayg) + %> (4.18)
1 /0T oD
on = E (@ COS(QO) + % ‘l’ LO) (419)



X, = % (g—: cos(ayg) + 88_12) (4.20)
7, — —% (577; sin(ag) + STLT) (4.21)
Zy = —% <Z—Z sin(a) + g—i + Do) (4.22)
Zg = —% <Z_Z; sin(ag) + 8_2) (4.23)
Zy = —% <g—€ sin(ap) + %) (4.24)
My = I—;% (4.25)
My — i%—]g (4.26)
My = i%—g (4.27)
My, = i%—]\}f (4.28)
X5, = % (gg; cos(ag) + gi) (4.29)
75 = —% (g—i sin(ag) + g—é) (4.30)
My, = ii’g{ (4.31)
Xs, = % <§—§; cos(ag) + g—g) (4.32)
Zs, = —% (g—g; sin(ag) + %) (4.33)
M, = i% (4.34)

4.4 Plume Modeling and Analysis

Plume modeling refers to the method of calculating the pressalong the aftbody of the
vehicle [L0Z. The aftbody pressure distribution is primarily due to éx¢ernal expansion

of the exhaust from the scramjet. The aftbody forms the uppdron of the nozzle. The
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lower portion of the exhaust plume (shear layer) forms theeloportion of the nozzle.
In general, the determination of the shear layer involvesminear iteration - equating
the exhaust pressure with a suitable pressure (e.g. engseefdressure, pressure across
bow shock, or free stream pressure) upstream of the shesar \a§thin [103, a numerical
discretization procedure for a plume calculation is désati This calculation can be very
time consuming, but is generally considered the most ateunathod short of CFD mod-
eling [102. To address the computational complexity issue, the aatwihin [72], [102
page 1315] make a simplifying assumption - hereafter refeto as “simple approxima-
tion”. This simplifying assumption significantly speedsthe calculation of the aft body
pressure distribution. However, it will be shown that savef the assumptions leading to
this approximation may result in large error when compapaté numerical discretization.
This section will then describe a new method that will yielthare “high-fidelity” approx-
imation which trades-off computational time in favor of acacy. Static and dynamics

results for all three methods will be compared. The workgmésd here has appeared&h [

4.4.1 Modeling Techniques

Method #1: Simple Plume Approximation. To reduce the computation complexity of the

plume calculation, the authors df@Z2 made the following assumptions:

1. The pressure at the aft most tip of the vehicle will be etputtie freestream pressure

(P)

2. The aftbody pressure varies inversely with the distatmegahe aftbody

3. For a fixed exhaust pressure, the aftbody pressure doehaoge with respect to

change in angle of attack.
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Based on these three assumptions, the following equatiosed to calculate the pressure

along the aftbody of the vehicle:

Pu(z) ~ (4.35)

where:

e P, - Aftbody pressure.

x - Location along the aftbody where pressure is computed @, L).

P, - Free stream pressure.

P. - Pressure at the internal nozzle exit.

L4 - Length of the aftbody.

One benefit to equatioh.35is that it can be quickly computed and does not require
discretization of the aftbody into segments. It must be sdtewever, that the assumptions
it is based on are not true in general (see Fig)reThis fact has implication on vehicle’s

static and dynamic properties as well as control.

Additionally, we have the pressure at the end of the aftbodgtraqual the freestream

pressure (from equatio®@9) i.e. it is assumed that the external nozzle suffers from

neither under-expansion nor over-expansion.
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Method #2: Numerical Discretization Plume Calculation. The aftbody and
shear-layer are discretized into N segment. The flow withrhesection (bounded by the

aftbody and the ‘linearized’ segment of the shear layer)asi@ted as an isentropic nozzle

(Figure5illustrates one such segment).

e

hk+1

hk
Dt
Freestrea

r
]
/’//,/
]
!

Figure 5: Segmentation of plume

The pressure in segmehtk € [0, N]) is obtained by solving the following equations

numerically L03:

his1 = hi + Sq tan(7) + s, tan(Sy) (4.36a)
4 =l (4.36b)
hy,
1

FOM) =1+ 5 (= 1) M (4.360)

yt1 y+1

f(]wk’)ﬁ 2 f(jwk—l)ﬁ
=A 4.36d
M2 M2 ( )
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P =Py {

subject to the following constraints:

Oﬁﬁk<E

where:

e A, - Nozzle area ratio of segment k
of aftbody.

e P, - Nozzle pressure in segment k
of the aftbody.

e P, - External stream pressure in
segment k of the aftbody.

e 7. - Density of stream under the
shear layer.

e 7 - Inclination of aftbody to the
body axis.

e J; - Inclination of external flow to
body axis.

e s, - Width of each segment of the
aftbody.

e M,, P, - conditions at internal noz-

Zle exit.
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F(My)
Py =V sin(B, — ;) + P

f(Mk—l)} T

(4.36€)

(4.36f)

(4.37)

e M} - Nozzle Mach at segment k of
aftbody.

e ), - External stream Mach at seg-
ment k of aftbody.

e P. - Pressure of stream under the
shear layer.

e V. - Velocity of stream under the
shear layer.

e 3, - Inclination of K" segment of
the shear layer to the body axis.

e 7 - Ratio of specific heats (=1.4).

e /. - Height of segment k of aftbody
nozzle.

e h - exit height of engine.



By substituting equation4(369 into (4.369 we obtain the equation relating the Mach
in an isentropic nozzle with an area ratioAf. Similarly, equation4.36¢ is the equation
for the pressure across an isentropic nozzle. Furthermbeefreestream impacts the
shear layer at an angle of- §;, and this is modeled using Newtonian impact theory (i.e.

equation 4.361).

Equations 4.369 — (4.36¢ provide an iterative procedure to calculating the pressur
across the entire plume. Central to this procedure is ob@if, such thatP, from
equations4.366 matchesP, from equation 4.36f. The solution for each segment of the
aftbody must be found through numeric iteration. Also, esepment must be calculated
sequentially (since it depends on the conditions from tigensmt prior to it), and therefore
the algorithm cannot be well parallelized. In practice, fgions, can be used to speed
up its estimation (we know thdts;,i € {0,1,2,..., N}} is a monotonically decreasing

sequence), but the computation time is still significant.

It is clear that there exists a solution to system of equat{@:r86), (4.37) so long as the
pressure within the plume is greater than the pressure afttkeam under the shear layer
(i.e. the plume is under-expanded). In case this is not theee does not exist a positiye
solution, and equatio(361) can no longer be used (however, equaticgh863 - (4.36¢9
are still valid as long ag < —7). In case the plume is over-expanded, we replace the

Newtonian impact equatiod (361 by a Prandtl-Meyer expansion relation:

v (M) = zi— 1 arctan < z—i(ﬁ2 — 1)) M -1 (4.38a)
v (M) = v (M) + b5 — B (4.38b)
_ FOL )]

7] T (a380)
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where

e P, M are conditions of external stream.

e J; is external flow orientation to body axis before segment k.

Since an expansion fan turns the flow parallel to the surfaeeassumeé;, = ;1.

The initial conditions are approximated using the last segmvhere the pressure inside

the plume is greater than the pressure beneath the shear laye

As in the over-expanded case, we use an iterative procecheeeim eaclp,, is calcu-

lated such thaP, (from equation 4.389) equalsP;, (from equation 4.368).

15
)
=
g OF—T1—~——— " Plume
5 e T Shea-Layer
S -5 Bow Shock \ z ———
- —10H "“.':1'.':~~..“ .| Rearward |
—a =-3 T\ e Mach Lines
_1el Engine Base e
15 = . ~ _
Xpansion Forward Mach Lines

I
N
o

|

|

Figure6 shows the plume shear-layer for several different anglegtatk at Mach 8,

85,000 ft. It is important to note that:

0
Location (ft)
Figure 6: Plume Shape w.r.t. AOA
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e o = 2 represents the trim value for this flight condition.

e The plume shear layer will interact with the pressure duéeédfiow expansion that
occurs at the engine base for most flight scenarios. Onlyafgel negative angles
of attack will part of the plume shear-layer interact witle firee stream flow. This

situation would not occur for trimming of the vehicle, or tyal control maneuvers.

Method #3: High Fidelity Plume Approximation. Due to the computation time re-
quired for the previous method (see Ta#l8), an approximation to this method is useful.
The approximation method outlined below that will attengpekploit the following from

equation 4.360:
(My)®
(Mj—1)?

s (a7 = St (4.39)

This allows for equation4.36¢ to be approximated as:

N —2y

B = P, AT (4.40)
b . T
= gy [ (1 St s (4.41)
D, D,

whereP; is an approximation t@; of equation 4.368.

Since s, in equation 4.363 is an adjustable parameter that can be made arbitrarily

small, andg;, < 90°, Ay (equivalentlyj\flffl) can be made arbitrarily close to 1. However,
the number of iterations is inversely proportionalsto Hence there is a computational
tradeoff between accuracy and computation time. The erbwden the approximated

pressure ) and the original pressuré®) is calculated by subtraction equatich366
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from equation 4.41):

—2~
5 =2 L
Py — P = Pk,_lA,Z“' 1—( M ) (4.42)
My,
—2~
M, \ 7+
< Pig|1- 4.43
< o= (5) (4.43

Equation 4.43 shows us thajtlf’;‘C — Py| — O ass, | 0. Thus we can achieve accurate
approximations to the pressure in equatidr86¢. This approximation is further simpli-

fied to improve the computational speed. Consider the fatigviMaclaurin expansion to

equation 4.41):
- a\” e\ k(k—1) [ r2 )
Pk:Pk—l — + K| — Ak—i-i — Ak—l——i—
Co Co 2! C2
k(k—1)...(k=n—=1) fa\"" .| .
o 0_2 ALl 5 (4.44)
where
_ Sq tan(T) P —2y
061—(1+T>. y+1°
® cp=1e. o A, =tan(fy).

We can calculate the error between this polynomial appration £, and the original

approximation?;, by using the remainder term for a truncated Maclaurin s¢fie4:

k(k—=1)...(k—=n) (¢ ot il
i (are)

K
Co

P — Dyl = Py (4.45)

wheret;, is some number between 0 aiq.
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In order to obtain bounds on the error between the originessure P, equation
(4.368) and the pressure from the truncated Maclaurin seif&s ¢quation 4.44), we
use the triangle inequality to combine equatidi@ and equation4.45 as follows:

[K (K —(1) ...(k—=n) (ﬂ N tk) k—n—1 AZH

csl +

n+1)' (&)

\Pk — Pyl < Py <

—2y

My \ 7
() )

From equation4.46) we see thatﬁk — Py| can be made arbitrarily close to zero (irre-

spective oft;) by choosings, sufficiently small (since: < 0, o > 1, andec, | 0as
s, | 0). Specifically, if the order of the approximation is fixed@&s all segments of the

plume, we observe the following:
e For a fixed order,P, — P;| | O (exponentially) as, | 0.

e For a fixed nozzle area ratioif), ]\%ﬁl | 1 asM,_; increases; for a fixed/,_;,

i1~ | 1 as the nozzle area ratid) decreases.

Hence, when the order of the approximation is fixed, a fixedan be chosen to bound
|P, — P,| irrespective ofk: P, (M) is bounded above (below) by the engine exhaust
pressure (Mach), andl, (equivalentlyA,) is bounded above by the value &f of the first

step. A second order approximation was found to be suffigieaturate (refer Tablé.7).

Moreover, equation4(36f) can also be expanded as a polynomiakam(/3;), and
we can equate the two polynomials. Since the restrictiorheftangent function to the
open interval (03) is bijective from its domain to the positive reals, we cataai3;, by

solving the polynomial expression and choosing the appmtgpsolution. For the case
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of an under-expanded plume, a similar polynomial expresfo a function of, can
be easily obtained by using an approximation to the Pravdiler expansion]05 and

equations4.38.

The objective of the method is fing, s.t. P, from equations4.44) matchesP; from
equation 4.36f) (or the equivalent under-expanded approximation, assgrttie base
pressure forP,). While this method still require’s an iterative solutiom discretized of
the aftbody segmentsj, is can now be written in as a polynomial equation (through
a Maclaurin expansion) as opposed to a general nonlineaatiequ This will result
in a significant computation speedup as shown in Tdbfe Using a lookup table for

calculating the polynomial roots can result in further sggito the computation time.

Computation Times. Table4.5shows the computation time necessary to make a single
call to the model and the time to calculate the trim inpudéést at a single flight condition.
The simple approximation is approximately two order of niagte faster than the numeri-
cal discretization. the high fidelity approximation is onder of magnitude faster than the

numerical discretization.

Method Computation Time Computation Time
(Single point) (Trim)
Numerical Discretization 14s 510.3s
Simple Approximation 0.010s 3.4s
High Fidelity Approximation 0.17 s 65.1s

Table 4.5: Computational Time for Each Method on 2.66 GHz Processor
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4.4.2 Developing Bounds

Due to the large amount of uncertainty and time varying ratobtaining an accurate
“truth model” for the aftbody pressure may not be achievalitermulating uncertainty
bounds can be useful for both estimating static performasaggabilities as well as
developing robust controls laws. The following candidateartainty bounds can be

categorized in order in decreasing conservativeness.

Conservative BoundsConservative bounds can be formulated by assuming a cdnstan
pressure profile along the aftbody. An upper bound for thieoaly pressure is given by
the exhaust pressure from the engipg.( A lower bound for the pressure is given by the

freestream pressure of ajr.().

Non-conservative boundsNon-conservative bound can be formulated through piece-
wise linear segments as seen in Figird he more aggressive the bound become, the more
likely it is they are to violated through higher fidelity mdohg methods. However, these

aggressive bound can be useful for trim specifications atehpial controller robustness.

4.4.3 Static and Dynamic Comparisons

Within [4] a feasibility condition for the engine parameter’s wasegiy namely that
A, = A;' was necessary to have a “flat engine base” as shown in Figuasd

6. Previous results in the literatur@d] have used a nominal engine configuration
(Aqg = 1, A, = 6.35) that does not satisfy this condition. This dissertatioii use a
“new engine” with parameters of, = 0.1, A, = 10 so that the feasibility condition is

satisfied.
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Figure 7: Aftbody Pressure Bounds

Static Properties: Mach 8, 85 kft. Table4.6shows the trim properties for the different

modeling methodologies as well as the bounds.

30 35

Elevator| FER | AOA | RHP Pole| RHP Zero

Conservative L.B. 10.67 | 0.25| 2.50 2.81 7.45
Non-conservative L.B. 8.90 0.20| 2.01 2.79 7.50
Numerical Discretization 6.58 | 0.14| 1.83 2.20 7.60
Simple Approximation | 6.84 | 0.15| 1.83 2.98 7.57
High Fidelity Approx. 6.60 | 0.14| 1.83 2.20 7.60
Non-conservative U.B.| -1.87 | 0.05| 0.02 2.16 8.33
Conservative U.B. -3.64 | 0.03| 1.43 2.85 8.45

Table 4.6: Trim Properties

From Table4.6the following observations can be made:

e For trim, all three methods yield similar properties at M&I85kft. This is not the

case as the angle of attack starts to vary (shown in the netxose

e The non-conservative lower bounds and upper bounds do ajgbad bounding the

trim elevator and FER.
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e The simple approximation model gives a dramatically morstaivle linear model

than the numerical and high fidelity approximation (34 %).

e The non-conservative lower bounds and upper bounds #2 dodjgb of bounding

the trim dynamic properties of the model.

Dynamic Properties: Mach 8, 85 kft. Figure8 shows the frequency responses for
the plant inputs to the plant outputs. The FER frequencyarsgs exhibit the following
properties:

e The High Fidelity Approximation tracks the numerical distization accurately in

all channels at all frequencies. item There are significestrdpancies between the
simple approximation and the numerical discretizatiomatfrequencies (0.01 rad/s

and smaller).

e Forfrequencies of 0.1 rad/s and larger, the simple appratian tracks the numerical

discretization method fairly well in the velocity channels

e Forfrequencies of 0.1 rad/s and larger, the simple apprattan tracks the numerical
discretization method fairly well in the elevator-to-FPAamnel, but not the FER-to-

FPA channel.

e Conclusion: The simple approximation may still be useful ¢baracterizing the
dynamics properties of the system at frequencies of intéresghly 1 rad/s), but it

will not be useful for predicating the steady state behavior

4.4.4 Angle of Attack Variation

Figure9 shows the aftbody pressure distribution for angles of kitdie3, 2 and 5 degrees.

For the trim angle of attack (2 degree) both the simple appration and the high fidelity
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Figure 8: Plant Frequency Response

approximation correspond nicely to the numerical diszegtbn method. As the angle of
attack deviates from trim, the simple approximation no Emgpnverges to the numerical
discretization method. Tabke7 shows the forces and moments generated by the aft body
for each case, as well as the error of the approximationt tine numerical discretization.
The high-fidelity approximation is invariant w.r.t. angléaitack, the maximum error is
less that 0.4 %. The simple approximation can show errorarge ks 50 % w.r.t. angle of

attack variation.

4.5 Impact of Plume Models

In this section we examine the impact of the plume model orvéiacle design process.
We look at how the control structure is impacted by using tee plume model (as
compared to the Bolender model), as well as the impact of lilmag@ model on a vehicle

design optimizations. Through these examples, we illtesttze importance of the plume
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Figure 9: Plume Pressure Distribution Along Aftbody

30 35

Method (=2 degrees) | F, (Ibf) | % Error| F. (Ibf) | % Error| M (Ibf-ft) | % Error
Numerical Discretization 1295 - 4098 - 93,513 -
Simple Approx. 1300 | 0.4% 4114 0.4% 93,116 | 0.4%
High Fidelity Approx. 1292 | 0.2% 4089 02% | 93,319 | 0.2%
Method (=7 degrees) | F, (Ibf) | F. (Ibf) | M (Ibf-ft)
Numerical Discretization 2059 - 6517 - 151,011 -
Simple Approx. 1479 | 28.2% 4682 28.2% | 101,555 | 28.2%
High Fidelity Approx. 2052 | 0.3% 6497 0.3% | 150,578 | 0.3%
Method (v=-3 degrees)| F, (Ibf) | E, (Ibf) | M (Ibf-ft)
Numerical Discretization 707 - 2238 - 50,604 -
Simple Approx. 1072 | 51.3% 3395 51.3% | 81,577 | 51.3%
High Fidelity Approx. 705 0.3% 2233 0.3% 50478 0.3%

Table 4.7: Approximation Forces and Moments

on vehicle and control design problems.

45.1

Impact of Plume - Controller Design

We first examine the impact of the plume on the controllercstme. When the vehicle is

modeled with the Bolender plume, a hierarchical PI-PD adidr provides satisfactory

performanced].

With our (more accurate) plume model, however, such a sicgiéroller is no longer

sufficient to guarantee good properties. Since the veldadp is much slower that the

FPA channel, and is approximately first order, we close thecity channel loop with a
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PI controller. We then design a controller to minimize thalpsensitivity at the input (a
convex control design problem) through the elevator chianfike results of this design

procedure are shown in Figul®.

Peak Td - Decentralized Control
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Figure 10: Decentralized Control Performance

From FigurelO, we observe the following:

e The peak sensitivity is no less than 10dB using a decenghliontrol with PI Ve-

locity controller.

¢ Varying the bandwidth of the velocity channel impacts theieable performance

significantly.

StructuredH> controller design can also be done using several tools ssiddiROO
[106 and Matlab L07]. Imposing structure, however, is often a non-convex ozatmon

problem and difficult to solve in general.
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Thus we see that a higher fidelity plume model significantlyacts the control
architecture, requiring a more complex (centralized) waler structure as compared to

the Bolender plume.

4.5.2 Impact of Plume - Vehicle Design Optimization

In Table 4.7 we observed how the plume model impacts the instantanewsassf@and
moments on the aircraft at different operating conditidnsthis section, we examine the
impact of the plume on achievable performance when the keelsign trim (for example,
a cruising condition), and the design to achieve such padoce. We use the simple
approximation (S.A) and the high fidelity approximation All.as two models for the
plume, and compare the variation in achievable performémased on the plume model
used. Additionally, we examine the effect of the plume mautethe design of the vehicle
- specifically we examine how the optimal design (for a patéic objective) varies as the

model of the plume changes. The material presented in tbi®aehas appeared i8]

Objectives

We consider the following objectives for our vehicle designMach 8, 85kft).

e Trim Fuel-rate - We attempt to minimize the fuel-rate at trifhis translates to lower

fuel requirements, and mass reduction/increased paykyzatdies.

e Trim Lift-to-Drag Ratio (L/D) - We try to maximize the lifte-drag ratio at trim.

Parameter Space

The space of vehicles over which we optimize the cost funasoparameterized by the

following vehicle attributes:
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e Elevator area (Q): [8.5, 34] f£ (Nominal: 17 f£)
e Engine inlet height (f): [1, 5] ft (Nominal: 3.25)

e Lower forebody inclination4;): [4.2°, 8.2°] (Nominal: 6.2)

The optimization algorithm attempts to find the best elevatea, engine dimension,
and nose shape to optimize performance of the vehicle (medhdwy the objectives
specified above). For each design considered, the vehidenmamed p] and the cost
calculated. As a result each iteration is computationatlyeasive (especially when the
H.A. plume model is used - see Tableh). Since some designs may fail to trim, the
cost function may be discontinuous in the space of vehiclEserefore, gradient free
optimization methods are considered, even though they ofleuire more function calls
to reach a local minima than gradient-descent methods. &terehe problem is nonlinear

with several local minima, and a multistart methods mustsssiu

Optimization Algorithm

For the problem of vehicle optimization, we use a genetiolgm based approach. In
[108 the author considers several advantages and disadvardabgeolutionary designs in
aeronautical applications. Several other gradient-flgerahms (such as the Nelder-Mead
nonlinear simplex algorithm) have also been used for veldekign problemsi[ 109. In
the nonlinear simplex approach each iteration requires(jus- 1) vertices (wheren is
the dimension of the parameter space), and the choice ohitied simplex is important.
In contrast, a large initial population can be used in anwdiamhary algorithm (thereby
allowing for a good representation of the search space)lé/this requires more function

evaluations, we can distribute the evaluation of the fumcin each generation across
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several processors. As a result, significant speedup in gtatpn is obtained. Once the
genetic algorithm solution is obtained, local optimalitnditions can be used to test the

validity of the solution.

The optimizations in this section were run on the ArizonateStaniversity (ASU)
High Performance Computing (HPC) cluster, which consi$tS7® dual quadcore Intel
Xeon EM64T nodes each with 16 gigabytes of RAM. For each dpétion, an initial
population of a 100 is used (random population with a unifdistribution in the compact

parameter space).

Results

Table 4.8 compares the static properties obtained by optimizing #tacle for several
metrics, using both the S.A. and H.A. plume models; the spwading vehicle parameters

are presented in Tab#%9. The optimal designs are visualized in Figarde

Objective | \iffiflag | HR | WHEH | "GP | Aok e

SA HA | SA| HA SA | HA | SA|HA| SA|HA

Min. Fuel Rate|| 4.08| 8.79| 0.46| 0.067| 0.016| 0.017| 5.57| 4.40| 1.39| 2.53

Max. L/D 4.14| 9.06| 0.48| 0.067| 0.016| 0.017| 5.38| 3.98| 1.82| 2.56
Table 4.8: Vehicle Optimization - Trim Properties

Selev hi TL
(ft2) (ft (deg)
SA | HA | SA|HA| SA|HA
Min. Fuel Rate|| 14.31| 22.82| 1.00 | 4.96 || 5.20| 8.20
Max. L/D 11.50| 24.51| 1.00 | 5.00 || 4.20 | 8.20
Table 4.9: Vehicle Optimization - Vehicle parameters

Objective
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Figure 11: Impact of Plume: Vehicle Optimization

Consider the objective of maximizing the peak lift-to-dragjo (see Tablel.8). The
plume model drastically impacts achievable performanke:vehicle with a H.A. plume
model exceeds double the peak lift-to-drag ratio obtaimedhfthe S.A. model (the H.A.
model often results in higher pressures along the aftbodypemed to the S.A. model: the
S.A. model requires the plume pressure to match the fregstpgessure at the end of the
aftbody).

Even when the achievable performance is similar for botimglunodels, the optimal
vehicle designs can be significantly different. Tahl8 shows us that the minimum fuel
rate (at trim) is similar for both the S.A. and H.A. plume mizdeHowever, from Table
4.9, we observe that the vehicle configuration that achievesrtiimimum fuel rate varies
significantly with the plume model. In the case of the S.Anpdy the optimal engine has
the smallest inlet allowed, but the optimal engine inletdse to the largest possible value

when we use the H.A. plume model.

4.6 Summary

In this chapter, we presented the nonlinear equations &hypersonic model. Some of

the important features of the model are: (1) the plant is dpep unstable, (2) the plant
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exhibits non-minimum phase characteristics, (3) low fesgpy flexible modes also limit

the available bandwidth, and (4) actuator saturation camtren instabilities.

We also observed how the exhaust impacted the vehicle stadiclynamic properties.
A modified numerical procedure was developed in order to mdue plume more
effectively than previous methods, albeit at an increasiéncomputational costs. This
new approach enables us to effectively model the plume wigh hccuracy, while still

being computationally tractable.

The impact of the plume model on the control architecture pr@sented. While a
simple PI-PD control structure was sufficient for a modeledoasn the simple plume
model, a more accurate model could not be effectively cdlettavith such a decentralized

architecture.

We considered sample vehicle design problems using twerdiit plumes. It was
observed that the achievable objectives and the vehicigriesaried significantly based

on the plume models.

In the next chapter we examine the dependence of achievabblermance on the
linearized model of the system. We consider several condtel/ant metrics and problems
of interest to control designers. The impact of the vehiésigh choices on these metrics
is evaluated through trade studies presented in Ch&pthelping us incorporate these

metrics in an integrated design framework in Chafgter
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PERFORMANCE AND CONTROL OF AIR-BREATHING HYPERSONIC VEHIES

5.1 Overview

In this chapter, we consider several aspects of the spemficaystem-controller design
problem. We examine how vehicle design impacts the set aéeable specifications, as

well as the impact on the control design problem.

Aircraft designers often use stability derivatives to desvehicles 110; hence we
first express the linear models for the system in terms of tdlgilgy derivatives. We tie
these stability derivatives directly to system performeggremabling us to obtain constraints

of the stability derivatives directly in terms of the desiigpecifications.

In order to use the integrated system-control design frasnemresented in Algorithm
1, we present several common control design problems paesixed by the vehicle
design parameters. These control problems are BMIs, andheleded in the design
problems presented in Chaptérin addition, the control design problems presented here
are solved for various vehicle configurations in Chagtewe observe the following: (1)
the impact of vehicle design on achievable performanceth@)need for an integrated
vehicle-control design framework for air-breathing hygmeric vehicles, (3) how vehicle

design choices can be influenced early in the design stagg sisch analysis.

The rest of this chapter is organized as follows: we first gmeshe linearized model

of the rigid system in terms of stability derivatives in Sent5.2 In Section5.3 we
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examine how the achievable tracking performance is limitgdhe non-minimum phase
zero of the plant. Sectiob.4 we examine the impact of stability derivatives on the
Null-Controllability Region. A summary and discussion aiithese results are used later
in this dissertation can be found&1 The material presented in this chapter has appeared

in[9, 11].

5.2 Model Analysis

We consider the analysis of the model in terms of its stgbderivatives. In order to
obtain analytic expressions for the model, we omit the flexstates, and focus on the rigid
states instead. The state space representation is prami@@piation 6.1), and analytical
expressions of the poles and zeros are derived from thisseTaee related to the control

metrics in the rest of the chapter.

5.2.1 Rigid SSR

Xy 0 0 0 Xs O
0 —% 2= 0 0
A _ Vo Vo B — /75 (5_1)
0 0 0 1 0 0
0 —M, M, 0 0  Ms
L 4 (ze,00) - A (ze,0e)

5.2.2 Analytical Expressions

The RHP pole can be approximated by the following expred€ipn

p? =M, (5.2)
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The NMP zero can be approximated using the following expoads):

dezz — ,//ZQZ(;E + Za%5eX5¢ =0 (53)

The pole and zero have significant impact on the several dlts®p metrics. The
impact on the null-controllability region is examined incBen 5.4 The alignment
between the pole and zero limits the achievable sensitauitg the pole influences the bode
integral2.3. The achievable tracking performance also significantjyetkels on the NMP
zero location. Restricting the zero location can thus bengrortant method to influence

the performance of the vehicle.

5.3 Tracking Performance

In this section we present results showing the impact of treminimum phase zero on
achievable tracking performance for the system. In se&i@mwe showed the relationship
between the RHP zero of the system and the stability derasti Based on the results
presented here, we can obtain constraints on the achiepatitemance directly in terms

of the stability derivatives.

The achievable tracking performance is presented in twieréifit frameworks: (1)
a centralized optimization that attempts to design a ctlatrand a reference, and (2)
a decentralized approach that exploits ideas from vectacespptimizations. The cen-
tralized approach is capable of handling complex condsain the control law (through
Youla-parameterization, for example), while being hartteisolve. The vector space
optimization approach, however, enables us to quickly agmphe limits of achievable

tracking performance but does not involve control consitiens.
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5.3.1 Target Tracking: Centralized

The centralized optimization for tracking a target tragegtR(s) can be expressed as fol-

lows:

min 1
P,K,r

subject to (5.4)

~_PK
1+ PK

IR

rllp <90

wherep is the norm of interestj is the tolerance on trajectory matching,is the plant,
K is the controller, and is the reference signal. The constraint is nonlineafiand
K. For a fixed plant and, we can use the Youla parameterization to formulate a convex

optimization problem to minimize the tracking error.
5.3.2 Target Tracking: Decentralized

Since the constraint is on the plant output, a necessaryitcamébr Equation 5.4) to be
feasible isd(R, P) < 9, whered(x, T represents the minimum distance between a signal

x and the range of a linear operatbr

The complete decentralized optimization can be formulated

min 1
I8

subject to (5.5)

d(R,Pr)<§

If Pisa SISO sytems with a single NMP zerozat- 0, we can compute the minimum

achievable error from Tabk. 1
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| Norm | Minimum error |

o R()
£z | |2yZR(2)|
£= | R()|

Table 5.1: Limit of tracking accuracy

Consider the case of placing the elevator such that the @mrdracking a signal
R(s) =1/s/(s+ 1) islessthard = 0.125°. The impact on the elevator location on the
zero can be seen in Figut?. Using the results in Tablg.1, we find that an zero greater

than 7 is required i.e. the elevator must be atleast 87 fest the nose.
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Figure 12: Right Half Plane Zero vs Elevator Location
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The figures below show results from a plant, controller, aafdrence designed with
the decentralized optimization. Based on Figl2ea plant with an elevator 90 feet behind
the nose was chosen. A controller was designed uaiffgsynthesis, and the reference
calculated by inversion. FigurE3 shows the reference signal after model order reduction,
and the resulting trajectory (with the acceptable bounds)should be noted that the

control signal is extremely large for this optimal input.

The centralized approach is capable of handling additicoaktraints (such as the

existence of a robust controller capable of achieving $igations). If signal constraints,
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such as bounds on the input signal, are incorporated, thielggnocan be solved by
including convex constraints on the reference signal. Suncbptimization is solved below

using a basis for the reference.

Reference signal for optimal trajectory FPA vs Time: Elevator at 90 ft
0.8
I
o 1 —
0.6 % //ﬁ
o o 08 7 ]
2 2 06 / //
o 04 — < 04 /// —Actual Trajectory |
0] / < . . .
[vd / a / // —Desired Trajectory,
0.2 £ 0.2y —Upperbound ~ H
2 / — Lower bound
L 0 I
% 1 2 3 s 0% 1 2 3 4
Time (sec) Time (sec)

Figure 13: Reference and Achievable Trajectomy{..qor = 90).

5.3.3 Input constraints

Consider a desired FPA trajectorygﬁ%—m deg, and a maximum acceptable deviation of

0.1 deg. In addition, the elevator saturates-atdegrees.

Table5.1lists errors for the unconstrained scenario; the zero coeapiuom the table
only serves as a lower bound. Time domain specifications @plémt output or input can
be incorporated in the first stage of the centralized opttion framework. L1/Ly/ L,
constraints can be solved efficiently using finite dimenaidimear/convex programming

(after an input basis is chosen).

The input basis used i§{k} = S22 'where ¢ € {0, 1, 2, ..., N}, andpis
the unstable pole of the plant. Since all actuators possgésdimitations, such an input

basis can approximate the “optimal” (continuous, infiniteehsional) input accurately
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(by choice ofA and V) due to Lipschitz (and therefore uniform continuity) coasits.

Table5.1 indicates that the tracking error decreases with incrgadidP zeros while
the optimal control increases. Reducing the NMP zero aldoaes the zero-pole ratio
(which is undesirable34]). The figures below shows the achievable performance for
various elevator locations in the presence of actuatotaimoins, and a feasible trajectory

for an elevator at 90 ft.

L, Tracking Error vs Elevator Location (acutator constraint) FPA vs Time: Elevator at 90 ft
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Figure 14: Tracking performance in presence of constraints.

Figure 14 shows that all elevator locations would meet the conssaiand the
minimum error achievable is several times greater than tleenstrained error. Finally,

the optimal error signal is not constant (unlike the uncamsed case).

5.4 Null-Controllability Regions

In this section we consider the impact of the stability datiixes on the Null-Controllability
Region. The boundary of the NCR in terms of the system eideasahas already been
explored in sectio2.3. In this section the dependence of the NCR in terms of thelgyab

derivatives is explicitly presented. The (Robust) Null @ohability Region using a
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state-feedback control law (defined in Sectib8 does not have a closed form solution; in
Chapter6 we present the results obtain numerically. The materiagreed in this section

has appeared in several publicatioh§][

Robustness is defined in terms of input disturbance to owpirts ¢<>° bounds).
Additional constraints that can be formulated in our fraragwinclude: expanding hold-

able ellipsoids, state-to-output gains, and observerdbamatrol for nonlinear system4e.

The trade studies in Chaptérinclude the impact of vehicle configurations on the
(R)NCR with state feedback, allowing us to examine the ndedawrporating control

considerations early in the design phase.

5.4.1 NCR: Stability Derivatives

In order to obtain analytical expressions in terms of thbikta derivatives, we ignore the
flexible modes, and restrict our attention to the flight paitla states (FPA, Pitch and Pitch

Rate) i.e. we consider a third order system approximatetibyratrices:

Za Za

Vo Ve s
A= 0 0 1 B=1 0 (5.6)
—M, M, 0 M;
(e.0e) (e.8e)

The left and right eigenvectors corresponding to the utestainde (eigenvalue

V/M,) of the above A matrix are given hy= [—+/M,, v/M,,1]T andw = [0, 1, v/M,]T.

We compared the resulting eigenvalues and eigenvectoissagafourth order rigid

system and found the results accurate for the computatibtieaull controllability re-
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gion. Using EquationZ.19 and given an actuator saturation levelofve have (using the

notation of Sectior2.3) (p represent the unstable pole of the system):

by :M_— V‘MO‘%a (5.7)
2v/ M,
:%ﬂ — YsU (5.8)
2p

From the above expression we see that the larger the ungialdethe smaller the
NCR; larger saturation bounds increase the NCR. In chodbieglesign parameters, the
effect on stability derivatives can be directly relatedhe effect on the NCR based on the

relationships above.

5.4.2 NCR: State feedback controller

The state feedback controller is parameterized<as= Y Q! (where@ is a symmet-
ric positive definite matrix, and Y is a matrix), and the sation constraint is given by
|u(t)]|o < . If we denote the right eigenvector corresponding to theéaire mode agp,

we can formulate the optimization as:

max \
@ (5.9)

subject to

Q>0
A>0 (5.10)

AQ+ QA +BY +Y'B' <0
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- (5.11)

YT
¢ >0
Y @?l

Equation 5.10 is used to ensure quadratic stability of the closed loopesyswhile
Equation b.1]) is used to ensure that the saturation constraint is noatadl for the

trajectory starting akp [50].

It should be noted that the saturation bound would be vidldtere move sufficiently
far in the stable eigenvector directions (moving farthethi@ unstable eigenvector would
result in the system going unstable). However, it is sufficfer stability if the unstable

component of the initial state is brought to zero.

5.4.3 Robust NCR: State-Feedback Controller

In what follows, we measure robustness by the induced twozrfsom input disturbance
to output). If we wish the peak not to exceEgdwe have the following LMI (in addition to

Equations .9, (5.10, and 6.11)):

AQ+ QAT + BY +YTBT + B,BI  CQ"
re © >0 (5.12)
cQ —I?r

From the results presented in the trade studies in Chdptee can observe the
importance of including control considerations early i tthesign phase. In several
cases the optimal design (from a NCR perspective) varigsfgigntly based on whether
control constraints are incorporated in the system - a talgator is always better when

sensitivity constraints are not included; however, wharsgwity constraints are included,
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the NCR is concave in the elevator size. In the next sectiorcavsider several other

control metrics and their relationship to the stabilityidatives.

5.5 Control Metrics

In this section we examine several metrics of interest tdrobdesigners. While these
metrics were initially presented in SectioB and 2.3, we revisit the results using the
model presented in Secti@?2 The impact of vehicle design choices on these metrics are
considered in Chapté&; which guides us in formulating the multidisciplinary aptzation

problem in Chapter.

5.5.1 Bode Integral

Let the sensitivity be bounded from above by the following:

IS(jw)] < —=Ilns, 0 < w < w (5.13)

|IS(jw)| < Ins, w < w < w, (5.14)

wheres,, > 1 represents a sensitivity attenuation factgy, > 1 represents the peak
sensitivity, w; represents an effective bandwidth over which sensitivitgrauation is

desired, and, represents the available bandwidil3]}

Given the above, the following relationship can be derivedfEquation2.16) [18]:

)

”ln\”\ + Ins, tan™

(&
() - tanT ()

(5.15)

Ins, =
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Using the expression above, we can relate the desired pafae ¢, s,,, s,) with
system dynamicsd,, p, z). w, depends on the flexible mode frequency (we wish to avoid

exciting the flexible modes; i.eu, < w,,1/2).

5.6 Robust Control

In this section we address the issue of robustness of theotdatv with respect to
the plume. In Sectio®.5.1 we examined the impact of the plume model on control
architecture. In this section, we examine how the contrecBgations on closed loop

performance (specificallyy{> performance) impacts robustness.

In order for the plant to be robust to uncertainty, two apphas can be used:

1. Simultaneous stabilization (explicit uncertainty, gidaal LMI).

2. Bandwidth constraints.

In method (1), we formulate a control design problem thatusiameously stabilizes
multiple plants (for example, using additional stabilitgnstraints in a state-feedback
control design problem). However, this approach requisetothave explicit models for
other plants that we wish to stabilize. As an alternative,car shape the closed loop

requirements and observe the impact on robustness. Thiarnsireed further below.

In Figure15we provide sensitivity constraints on the closed loop agtiner/output of
the plant through weights. As the bandwidth at the erropous increased, the robustness
properties are observed to decrease. The nominal plantripwted using the high fidelity
(H.F.) approximations. The plant model using the Bolendeme is used as another

model. By varying the plume between these extremes (H.FBatehder model), we get a
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Impact of Bandwidth on Robustness
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family of plants.

It is observed that the using the low bandwidth weightingction for designing the
controller for the nominal system results in a full-statedieack control law that stabilizes
all plants (including the Bolender plume plant). The medibandwidth control law
only stabilizes plants midway between the H.F. and the Bidemnodels, while the high

bandwidth design only stabilizes plants close to the H.Fleho

Such bandwidth constraints can be included in the contrsigdeformulation using

Linear Matrix Inequalities.
5.7 Summary

In this chapter, we examined the limitations of performaatair-breathing hypersonic
vehicles in terms of the system dynamics, as well as in terfntiseostability derivatives.

It was observed that design decisions can significantly ahaehievable performance. A
decentralized design approach illustrates how the arsabfgperformance limitations can

influence early design decisions.

We also presented several metrics of interest to contréésyslesigners. In the next

chapter we examine several vehicle configurations and tlpadcmthey have on these
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control metrics. These results are used in the multidis@py optimization framework
(presented in Chapted) in order to design a vehicle to execute a pull up maneuver in

Chapter?.
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TRADE STUDIES FOR HYPERSONIC VEHICLES

6.1 Overview

In this chapter we conduct several trade studies in ordexamee the impact of vehicle
design choices on static and dynamic properties. The rearlimodel was presented in
Section4, and default parameter values were presented in HaBleln these trade stud-
ies we vary a single parameter of the vehicle, trim and lizeathe model (as described
in Section4.3), and plot the resulting properties for different opergtoonditions. The

parameters we conduct trade studies on are:

Elevator location (Sectio6.2) and elevator size (Sectidh3).

Engine inlet height (Sectio@.4) and location (Sectiof.5).

Upper and lower nose angles (Sect@&6).

Stiffness of the vehicle (Sectidh?).

Table4.5presents the time taken to trim and linearize a single velsichfiguration at a
single operating point. From the table we conclude thatgoeriing a vehicle optimization
using the complete nonlinear model is computationally espe; the optimization can
require hundreds or thousands of function evaluations - eaxh function evaluation
involves trimming and linearizing the model at differeneogting conditions, followed by
a controller design. Hence, we wish to minimize the numbdunétion evaluations; this

is achieved by approximating the vehicle properties ofregeusing simple polynomial
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expressions. The form of the approximation is chosen basdteresults of the studies

presented in this chapter.

The approximations developed in this chapter are used imtbgrated vehicle-control
framework presented in Chapt8r(Algorithm 1). The approximations depend on the
operating condition; we use one approximation per funcéibeach operating condition.
Together with a control design optimization, we solve aegnated system-control design

problem in order to address system and control considesaionultaneously.

Since the final objective of the vehicle design is to execupallkup maneuver, the
results in this chapter focus on operating points along Xpeeted vehicle trajectory. We
focus on the properties of interest that are significantlpanted by the parameter - the

complete set of figures can be found in Appendlix

The aerodynamic properties that we examine in the tradécstade:
e Drag.
e Trim controls (FER and Elevator).

e Trim angle-of-attack.

The control relevant properties that we examine in the tshdidies (based on the results

from Chaptelb) are:
e RHP pole, zero, and zero-pole ratio.

e Flexible mode frequencies.
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e Size of the (Robust) Null Controllability Regiof (< 10 in Equation 5.12).

e RHP pole-zero alignment.

A summary of the impact of various vehicle design parameirrhese properties can

be found in Table§.1and6.2
6.2 Elevator Location Trade Studies
6.2.1 Overview

In this section, we examine the impact of the elevator lecedin various system properties.

The trade study has the following features:
e Elevator locatiorn’.,., € [65,85] feet behind the nose.
e Flow separation by elevator not modeled.
e Elevator assumed to operate on free stream (no downwash).

e Changes in mass distribution neglected.

6.2.2 Results

e Figure16: Trim AOA increases (approximately linearly), and trim grdecreases

monotonically with rearward elevator.
e Figurel?: Trim FER and elevator decrease monotonically with reatdvedevator.

e Figurel8 The RHP pole decreases linearly (approximately) withwead elevator,

while the NMP zero increases linearly.
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Figure 18: Trim Pole, Zero with Elevator Location
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RHP Zero/Pole Ratio vs. Elevator Location @ Mach 8 Sensitivity Bound vs. Elevator Location @ Mach 8
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Figure 19: Trim Pole, Zero with Elevator Location

e Figure19: The Zero-Pole Ratio decreases linearly (approximateiy) vearward

elevator, while the minimum sensitivity achievable desemamonotonically.

6.3 Elevator Sizing Trade Studies
6.3.1 Overview

In this section, we examine the impact of the elevator areganious system properties.

The trade study has the following features:
e Elevator area variedS,,., € [8.5, 34] ft*,
e Elevator modeled as flat plate - flow separation not captured.

e Changes in mass neglected.

6.3.2 Results

e Figure20: Trim drag is nonlinear with elevator area, while the trirevaltor deflec-

tion monotonically decreases.
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Drag (Ibs) vs. Elevator Area @ Mach 8 Elevator deflection (deg) vs. Elevator Area @ Mach 8
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Figure 21: Trim Drag, RNCR with Elevator Area

e Figure2l: The RHP pole decreases linearly (approximately) withagiay while the

RNCR is concave.

6.4 Engine Inlet Trade Studies

6.4.1 Overview

In this section, we examine the impact of increasing therenigilet height. The trade study

has the following features:

97



e Engineinleth; € [2,5] feet.

e Shock-on-lip condition assumed.

e Engine mass assumed to scale linearly with height.

6.4.2 Results

Angle of Attack (deg) vs. Engine Height @ Mach 8

Drag (Ibs) vs. Engine Height @ Mach 8
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Figure 22: Trim AOA, Drag with Engine height
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Figure 23: Trim FER, Thrust Margin with Engine height
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e Figure22: Trim AOA increases with larger inlets, but the drag decesas
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NMP Zero vs. Engine Height @ Mach 8 RHP Zero/Pole Ratio vs. Engine Height @ Mach 8
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Figure 24: NMP Zero, Zero-Pole Ratio with Engine height

e Figure23: Trim FER decreases monotonically, Thrust Margin incredisearly with

increasing inlet height.

e Figure24: NMP Zero decreases linearly, Zero pole ratio increasds mgger inlet.

6.5 Engine Location Trade Studies
6.5.1 Overview

In this section, we examine the impact of changing the engasgtion. The trade study

has the following features:
e Engine locatiorL,,, € [35,55] feet.
e CG shifts with change in engine.

e Two cases - fixed vehicle height (variable lower nose intiomg and variable

vehicle height (constant lower nose inclination) consder

6.5.2 Results
e Figure25: Trim FER, Elevator increase with rearward engine.
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FER vs. Engine Location @ Mach 8 Elevator deflection (deg) vs. Engine Location @ Mach 8
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Figure 26: NMP Zero, Zero-Pole Ratio with Engine Location

e Figure26: NMP zero increases, but Zero Pole Ratio decreases witivaedengine.

6.6 Nose Inclination Trade Studies
6.6.1 Overview

In this section, we examine the impact of changing the uppsenclination. The trade

study has the following features:
e Upper nose inclination; € [1,5] deg.
e Lower nose inclination, € [3.2,8.2] deg.
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e Heating changes not considered.

e Forebody, aftbody, and engine lengths maintained; heiigVeluicle changes.

6.6.2 Results

Elevator deflection (deg) vs. Upper Nose Angle @ Mach 8

Zero-Pole coupling (deg) vs. Upper Nose Angle @ Mach 8
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Figure 27: Trim Elevator, Coupling withr,
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e Figure27: Trim elevator increases with;, and the pole-zero coupling increases.
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e Figure28: The Zero-Pole Ratio decreases with increasingut the coupling angle

is better.

6.7 Stiffness Trade Studies
6.7.1 Overview

In this section, we examine the impact of changing the velstifness. The trade study

has the following features:
e Stiffness scaling; € [0.5,2].

6.7.2 Results

First flexible freq. (rad) vs. Stiffness @ Mach 8 Robust NCR vs. Stiffness @ Mach 8
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Figure 29: Flexibility, RNCR with Stiffness
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e Figure29: Flexibility improves but RNCR decreases with increasitifjress.

6.8 Table of Results

We summarize the results of the trade studies using thestdidéow. Some of the

properties were not shown in this chapter for brevity - thag be found in the Appendix
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We summarize the results of the trade studies using thestalelew. The parameters

considered were:
e Elevator Location[..,) and Size kz;c.).
e Engine location .,,) and inlet height#;).
e Upper nose inclinationr{;) and lower nose inclinationr{).

e StiffnessFE.

The legend for the table is given below:
e T: Increases.
e /" Increases (almost) linearly.

e |: decreases.

\.. Decreases (almost) linearly.

N: Concave (and attains maximum).

U: Convex (and attains minimum).

—: No significant impact.
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Property | AOA | Drag | FER| Elevator| FER Margin| Thrust Margin|
RearwardL .., 1 1
Increasings, — —

7 /

Increasingh;

RearwardL,,,,

TU

TL

Increasingk [
Table 6.1: Impact of parameters on static vehicle properties

\ _

NSNS N

| =\, C«
I N\« C
N\ — S — —

Property RHP Pole| NMP Zero | Z/P Ratio| Sensitivity Bound| Zero-Pole
Bound Coupling
Rearwardlc;c, N\ /! /! | |
Increasings, \ — 1 ! !
Increasingh; \ AV 1 ! !
RearwardL,,,, ) /! ] ) )
Increasingry /! / ! / /
Increasingr,, /! / ! / AN
IncreasingE' [ T — 1 T !

Table 6.2: Impact of parameters on dynamic vehicle properties

6.8.1 Static Properties

Table6.1lists the impact of vehicle design decisions on the statiperties of the vehicle.

The trends are listed at trim.

The first flexible mode frequency increases linearly with the other parameters do

not significantly impact it.

6.8.2 Dynamic Properties

The dynamic properties of the trade studies is given in TélRe It should be noted that
a decrease in coupling between the pole and zero is achibueggh an increase in the

angle between the pole and zero directionality.
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6.9 Summary

In this chapter, we examined several trade studies in oodexplore the impact of design
configurations on the static and dynamic properties of thstesy. These allow us to
examine which parameters to include in the vehicle optittonaas well as how to obtain

approximate expressions for the analytical models.

The results of these trade studies are incorporated in titgdisaiplinary optimization

framework presented in the next chapter.
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MULTIDISCIPLINARY OPTIMIZATION OF AN AIR-BREATHING HYPERSONIC
VEHICLE

7.1 Overview

In this chapter we examine an integrated vehicle-contrsigite problem based on the
methodology presented in Chaptgr The objective is to design a vehicle to perform
a pull-up maneuver as illustrated by Figug®. Towards this goal, we would like to

incorporate both control-relevant and system design oginto the design procedure in

order to reduce the design time and improve the propertidseafystem.
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Figure 30: Pull-Up Maneuver
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In chapter4 a nonlinear model of an airbreathing hypersonic vehicle prasented.
There are significant trade-offs associated with vehictégiechoices, as shown in chapter
6. Based on the result of the trade studies, we obtain appadions for the vehicle static
and dynamic properties in terms of the vehicle design patensieThese approximations
are used in the integrated design framework to guide thenigdiion to a desirable vehicle
design. We also include system-dependent control congdrétirough Bilinear Matrix

Inequalities (BMIs), as described in Secti212.4

The rest of this chapter is organized as follows: in Secfiochwe consider the
conventional vehicle design approach. An overview of theetpf problems that can
be addressed (along with numerical algorithms) in the mhigktiplinary optimization
framework is considered in Sectigh3. Several vehicle design problems are considered

next, and the results of this chapter are summarized in@eLib.

7.2 Conventional Vehicle Design Process

In [11]] the author lists the stages involved in the design of anaircThe stage of interest
in this dissertation is the conceptual design phase. The aigeéctives of this phase can be

summarized by the following questions:

e Does the vehicle design meet specifications?

e Is this design the optimal design for meeting specificaons

The objective of the conceptual design phase is to come upanitesign that is close
to the optimal vehicle configuration. In the next phase (km@s the preliminary design
phase), the conceptual design is tested with advanced aiouimethodologies (such

as computational fluid dynamics) in order to improve the glesiSince these advanced
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methods are computationally intensive, we would like to earose to the optimal design
in the conceptual phase - if a major redesign is requiredarptiliminary design phase, it

is considered to be a failure of the conceptual desigd]|

The conceptual phase can be broken down into the followiegafive) process, con-

sidered to be the "intellectual pivot points'11] of the design procedure.
1. Formulate requirements such as range, cost, maximunidotat, and size.
2. Obtain a preliminary estimate of the vehicle weight.

3. Identify critical performance metrics such as peak ldfefficient, lift-to-drag ratio,

thrust-to-weight ratio.
4. Plan the vehicle layout based on the performance metvight, and requirements.
5. Obtain a more accurate weight estimate from the layout.
6. Analyze the vehicle performance (if it is not satisfagtgio back to step 3).

7. Optimize the design while maintaining (or improving)foemance.

In this work, we include several control relevant metrickoithe design process.
Due to the complex design and stringent constraints ingblaedesigning air-breathing
hypersonic vehicles, excluding these metrics can leaditisos that are optimal (from an
aerodynamic point of view), while being difficult or impolka to control to specifications.
The objective of the multidisciplinary optimization pr@seis to (a) incorporate several
different performance metrics into the system design, éduce the number of iterations

before converging to an acceptable design.
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We make use of the trade studies performed in Chaftey obtain approximate
expressions relating design variables to the pivot poisted above. These approximate
expressions are used in a the integrated system-contrgndésamework. We now

examine several vehicle optimization problems.

7.3 Design Formulation

In this section we consider the components of the vehiclgydgsoblems. Since the final
objective of the mission is based on the trajectory in FigBewe must include several
different operating points in the design formulation. Irdéidn, we bound aero-centric
and control-centric properties based on the intellectuadtpoints listed in the previous

section.

7.3.1 Operating Points

We execute a pull-up maneuver at Mach 8 from an altitude od@bfeet to 120,000
feet; we linearize at a subset of the dynamic pressures.ifigpdyg, we use five dynamic

pressures in the interval [2000, 200] psf.

7.3.2 System Specifications

We can include the following aero-centric specificationthm framework:
e Weight.
e Drag.
e Range.

e \olumetric specifications.
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e Trim fuel and elevator.

The system specifications are included through polynonppt@imations based on
the results of the trade studies. For example, the dragusress$to vary quadratically with

the elevator area (based on Fig@m.

7.3.3 Control Metrics

We include the following control-relevant specificationghe framework:
e Weighted Sensitivity bounds.

Saturation bounds.

Tracking metrics.

Bandwidth (pole to flexible mode).

Zero-Pole ratio and coupling.

We use a state-feedback control law (parameterized asilbeddn Chapter2) to
compute several of the metrics listed above. These parazagtens allow us to formulate
the bounds as convex optimization problems (for a fixed \Veluonfiguration). When the
state space model of the plant is affine in the design paraspé¢be metrics are computed

through BMIs.

7.3.4 Design parameters

We include the following design parameters in our vehiclgigie optimization:
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Elevator aredb..

Engine inlet height;.

Upper () and lower ;) nose angles.

Stiffness factor /.

7.3.5 Coupling

We briefly discuss how each of the aero/control metrics ayeifstantly impacted by the
design variables. This illustrates the coupling betweenprameter choices. The impact
considered here are approximations, since they are basgdgie-parameter trade studies.
However, they might help simplify the optimization in a detralized MDO framework by

highlighting the coupling between constraints.
o Flexibility: Stiffness
e \olume: Nose angles
e Weight: Stiffness, Engine height

e Drag: Elevator area, Nose inclination

7.3.6 Problem Formulation

We attempt to find a vehicle design that satisfies the spetditaacross the entire flight
trajectory. Some of the specifications are specified at epehating point (such as drag,
trim elevator and fuel, tracking metrics), since these progs are strongly dependent on

the operating point.
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Since we are using several fixed operating points to designehicle, each operating
point must lie in the null controllability region of its ndigor; if this condition was
violated, the linearized vehicle would not complete thgettory due to saturation

constraints.

7.3.7 Numerical Procedures

In Table4.5 we observed that the time to trim the vehicle at a single dpeygoint is
extremely high. As a result we would like to minimize the nwembf function evaluations.
In Algorithm 1, an inner optimization is solved using approximations ® pkant proper-
ties (Line5). The approximants are constructed using the exact plapepties (computed
on the vertices of a simplex). In each successive iteratf@mapproximations are refined
based on the solution of the inner optimization. We discessml approaches to solving

the inner optimization below:

Bilinear Matrix Inequalities (BMI)

The inner approximation is formulated as a constrainednapétion over the design
parameters using polynomial inequalities and controveeie BMIs. A BMI solver, such
as PenBMI, is capable of handling such problems. Detailh@®BMI algorithm can be

found in [112. Global optimization can be performed using a branch-aodrd approach.

Sequential Quadratic Programming (SQP)

The inner optimization can also be solved using a SQP sakeNPSOL. In this case, the
gradients are computed using the approximations to themsygince the exact function

evaluations are slow).
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Pattern Search (PS)

A derivative free approach to solving the inner optimizatie to use a pattern search
or direct search methodology. Such an approach can inveveral evaluations of the

approximate function at each step in order to find the bestton.

For each algorithm, we compare the solution, the time formatation, and the number
of iterations required. The number of iterations refer t® tumber of times the original
simplex was partitioned due to the original approximati@mnlg inadequate to obtain a
solution to the exact problem. Since we are using an appietiom to the actual system,
the solution from the optimization procedure must be vetijfiae computation times listed
in this chapter includes the verification (involving thedarization of the model for the

design values).

In the next section we present several optimization problefithe hypersonic vehicle.

We compare the results obtained from the various optinungirocedures.

7.4 lllustrative Design Examples

In this section we consider several different vehicle ofation problems and present the
results of the design process and resulting vehicle. Thed#gms serve to highlight the

capabilities of Algorithmml, while still being fairly simple.
7.4.1 Elevator Area: RHP Pole

We first consider a vehicle design problem attempting to ttaimsa single dynamic prop-
erty of the vehicle using one design parameter. This exampleed to examine the per-
formance of various optimization procedures used to sdigertner optimization problem

in Algorithm 1 at a single operating point.
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Problem Statement

In this example, we consider a RHP polg ¢onstraint ofl < p < 2 at Mach 8, 85kft. We
use a single design parameter (the elevator &teac [8.5, 34] ft?) to modify the pole
location. From Figur@1 we observe that any elevator area greater than 20#nft less

than 32.3 ft is an acceptable solution.

Problem Formulation

The initial plant simplex consists of two plants computedhat vertices of the design set
i.e. at the elevator area of 8.5 fand 34 ft. It should be noted that neither vertex is a
feasible solution of the optimization problem. We use admapproximation for the plant
at the two vertices, and a linear approximation to the padsé€hd on the trade studies). If
we denote the linear approximation to the pole locatiopfy = 3.668 — 1.3339z, and
affine approximation to the plant by(z) = [A(x), B(z), C(z), D(z)] (wherez is the

elevator area), we have the following optimization proklem

min d(z) (7.1a)
subject to
0 <0 (7.1b)
d>1—p(x) (7.1c)
§ >p(x) — 2 (7.1d)
AQ + QAT + BY + YTBT <el (7.1e)
Q >0 (7.1f)
e <0 (7.19)
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where is a symmetric matrix. The dependence.bfand B on the parameter was

omitted in the equations above for brevity.

Equations 7.19 and (7.10 are used to provide robustness to errors in the linear ap-
proximation, while Equations7(16-(7.1g are constraints to ensure that the closed loop is
stabilizable. If we only considered Equatio’si@-(7.1d, we have a linear programming

problem. For a fixed:, Equations7.1€-(7.1g are LMIs (convex constraints).

When optimizing using NPSOL, we do not need to pige) as an approximation to the
plant pole; the RHP pole of the approximate plant could bemaed using the eigenvalue
of A(x). It is observed that this is a better approximation to theeptthe results are

presented as NPSOL(b) in Taklel

Results

Table 7.1 shows the solution and computation time for the problem ahming the three
optimization approaches considered in this work (the BM)PSand PS algorithms). In
Table 7.1 the BMI, SQP, PS optimizations refer to the optimization iquitions 7.1)

(based on the linear approximation to the plant pile)), while SQP(b) computes the

RHP Pole using eigenvalue of the affine plant mait(m).

| Property | BMI | SQP | SQP(b)] PS |
SolutionsS, (ft?) | 27.63| 27.63 | 29.94 | 30.05
Cost (approximate) -0.5 | -0.5 -0.5 -0.5
Cost (actual) -0.27 | -0.27 | -0.49 | -0.51
Time (sec) 37.48| 102.17| 146.95| 213
Iterations 1 1 1 1
Table 7.1: Solution: Elevator area design with RHP pole bounds
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e The BMI optimization performs better than the alternativethis example.

e SQP(b) is more robust (as it is computing the eigenvaluesctiy) to errors in ap-

proximation.

Since SQP(b) is more robust to approximation errors, itsgactonverge to a solution

in fewer simplex partitions than the MDO approach.

7.4.2 Elevator Area, Engine Height: Multidisciplinary @pization

We next consider a multidisciplinary optimization problenvolving multiple operat-
ing conditions, multidisciplinary requirements (guidanaerodynamic, and control con-

straints), and multiple design parameters.
Problem Statement
In this example we attempt to design the elevator area anmh@mnget of the vehicle to

address the following aero and control objectives:

e Operating points: Mach 8, 85 and 95 kft.

Drag less than 1500 Ibs. at cruise (Mach 8, 85kft).

L tracking error of no more tharf Wvhen tracking a FPA command 9%

Elevator deflection less thdh° for a FPA command of° deg.

Design variables: Engine heighth,( € 2, 5] ft)and elevator area

(S. € [8.5, 34] ft?).
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Problem Formulation

The constraint on th&€*> tracking error of no more than 0.ivhen tracking a reference
signal % translates to a zero of (approximately) no less than 6 (us#sglts from
Table5.1). Since the zero varies with the flight condition, this coaistt must be verified
at all operating points. Since we would like to move from operating point to the next
while satisfying saturation constraints, we use Equafidt? to meet saturation bounds
(z, = [-0.531,—1,0,0]" which represents the climb to 95 kft using a FPA 6f.1The
drag is modeled as a quadratic function of the elevator aed,linear function of the

engine inlet height.

Results

Table7.2shows us the results of the vehicle design optimization.l&\the SQP approach
used less iterations overall (i.e. less trimming of the oiglsi), it took approximately 30%
more time to arrive at a feasible solution compared to the Bpfiroach. The pattern search

method was the slowest, but still required one less itenahian the BMI approach.

| Property | BMI | SQP | PS |
Solution$, (ft%) | 32.74| 22.84| 32.74
Solutionh; (ft?) | 4.07 | 3.83 | 4.07
Time (min) 24.38| 31.27| 91.12
Iterations 22 18 21

Table 7.2: Solution: Elevator Area and Engine Height design with Miifciplinary
constraints

7.4.3 Elevator Area: Control-Relevant Design

In this design problem we consider a variation on a classioatrol design problem -
generating an LPVH> control system design using a weight&ff® mixed sensitivity
criteria. We consider two different scenarios: (1) No saion constraints, and (2)

Saturation constraints included. The saturation conuktiallow us to ensure that each
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operating point is in the Robust Null-Controllability Regiof its neighbor. In the absence
of saturation conditions, a high gain control can be usednfmrove theH> norm, while
being infeasible due to actuator limitations. The satarationstraints help us examine the

performance achievable with more conservative controslaw

The weighted{> suboptimal mixed sensitivity problem is to find a real-ratib(finite-

dimensional) proper internally stabilizing controll&rthat satisfies

WyS
[Tzl = WeKS <7. (7.2)
W3T

Hoe

where S and T are the sensitivity and complementary semgitransfer functions of the

closed loop system respectively.

As the order of the weighting functions increase, the nunabemariables required to
parameterize the controller increases. In order to keepuh&ber of variables within rea-
sonable bounds, we use a static gain for the weights on theotand the complementary

sensitivity.

Problem Statement

We consider a vehicle moving through four different ope@gpoints at Mach 8: 85kft,
95kft, 105kft, and 115kft. We use the same weight functimrsafl operating conditions.
The objective is to find an elevator location so tha},. ||, is small, while meeting sat-

uration constraints (if any). While the NMP zero is not imigakby the elevator area (i.e.
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the achievable norm df,,. is not significantly impacted by the choice of elevator size i

the unconstrained case), the elevator effectivenessasesewith area.
Problem Formulation

The weighting functions fol{> design are given as follows:

/ s/ /Mei—i-wei ’L _]
le',j _ stwe; /fEe; (7.3)
0 L7
- L =
Wyl = ¢ M (7.4)
0 i#J
- L =
Wyl o= ¢ M (7.5)
0 i#J

(7.6)

4%} Wy W3
1 2 112 (1]2
€ 107° [ 107° || - - - -
M| 1.6 4 20|20 2|2
w | .0395| 0.25(| - | - | - |-
Table 7.3: Weight transfer function parameters &P mixed-sensitivty optimization

In order to impose saturation constraints (1 on the FER, &ho the elevator deflec-
tion), we use Equatior2(12. The initial stater, = [-AV, —1, 0, 0] represents the change

in velocity between the equilibriums, while climbing at aRA-of 1°.
Results

For this example we examine the difference in the solutiamtdithe introduction of satu-

ration constraints. Figurgl shows the different in sensitivity transfer function withhand
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with the saturation constraint (for all four operating pgejn Table7.4lists the correspond-

ing design solutions as well.

| Property | Without Saturatior] With Saturation|
SolutionS, (ft?) 22.44 34
Computation Time (sec 125.04 182.24
Peaky (dB) -2.04 5.22

Table 7.4: Solution: Elevator area design with RHP pole bounds

H_ design without saturation constraint H_, design with saturation constraint
10 10y
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Figure 31: H* design without and with saturation

7.5 Pull-Up Maneuver Design: Multidiscplinary Optimizauti

In this section we look at a comprehensive example problemiving the design of the
vehicle to execute a pull up maneuver from 85kft to 120kft atckl8. We use multiple
aero and control relevant constraints in this design prabl®nce a satisfactory vehicle

design is obtained, we utilize
7.5.1 Design Parameters

We use the following design variables for this problem:
e Elevator area.

e Engine height.
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e Stiffness.

e Lower nose angle.

7.5.2 Constraints

We have the following aero constraints on the system design:
e Mass: Less than 1.3 times nominal design.
e Drag: Less than 1500 psf at trim.

e \olumetric: More than 80% of nominal.

The following control design constraints are incorporated
e Elevator saturation: 5
¢ Weighted Sensitivity.

e Flexible Mode: More than 23 rad/s.

Finally, we use the following performance specificationtfog system:

e Tracking Error: Less than 10% percent tracking error 5@% where
7(85 kft) = 0.6, 7(95 kft) = 0.5, 7(105 kft) = 0.4, 7(115 kft) = 0.3,

Problem Formulation

This section presents LPX > control system designs using a weightéet mixed sensi-

tivity criteria.
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The selection of the weighting functions used in #i& design process was kept con-
sistent across the operating points. Using the same weghunction structure for each de-
sign keeps the order of the controllers the same and allaviistierpolation of the weighting
function parameters across the gain-scheduled converBi@weighting functions, how-
ever, increase the order of the system and therefore ires¢las complexity of the problem
formulation (the state-feedback controller dimensiortsaase, which requires additional
terms to parameterize the controller). The weights usethaxse given by Equatiory (3

and Tabler.3.
Results

The vehicle design resulting from the integrated desigmé&waork results in the following

solution:

e Elevator Area: 29.06 ft
e Engine height: 3.6629 ft.
e Nose Inclination: 6.62

e Stiffness: 1.9919.

The system has the following closed loop properties:

e Mass: 1.24 times nominal.
e \olume: 86.45% of nominal.
o NMP Zeros: Satisfied.

e Flexible Mode: Minimum = 23 rad/s (115 kft).

In figure 32 we observe the pull-up maneuver using the resulting design.
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Figure 32: Pull Up maneuver

7.6 Summary

In this chapter we considered several multidisciplinaryirojzation problems involving
aero and control constraints. We considered the perforenahthe integrated system-
control design framework presented in Cha@arsing multiple approaches for solving

the (inner) approximate optimization.

The integrated system-control design methodology was shtmwbe capable of
handling several common control and system design congraimultaneously. By
using an affine approximation for the plant, LMI control coats, and polynomial
approximations for aerodynamic properties, the multigistary optimizations were
formulated as BMIs. The computational advantage of usingvi-&pecific optimizer
was demonstrated by comparing the evaluation time withratlealinear optimization

algorithms.
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The use of approximations helped reduce the number of exactibn evaluations
significantly, improving the computation time required ta\a at a feasible design. This
is of importance when the exact function evaluation can bemely expensive (as in this
application). Coupled with simultaneous optimization ailtiple operating points, the
design and control of a nonlinear system was addresseddthimdthis multidisciplinary

optimization framework.
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SUMMARY & FUTURE WORK

8.1 Summary

In this work we presented a bilinear matrix inequalities (BNdased approach to a
multidisciplinary optimization problem in order to intege system and control design.

The capabilities of the framework, as well as its limitagpwere examined.

The control-relevant design of an air-breathing hypersomhicle was considered
as an example problem. Such systems are unstable, non-nmmipmase, have low
frequency flexible modes, and nonlinear (due to saturaténs variations in operating
environments). Improvements to the standard model wereloleed, and the importance
of accurate modeling of the vehicle exhaust plume was ithistl. In addition, we analyzed
the trade-offs associated with various vehicle design garditions; these trade studies
were used to formulate approximations of the system prgsein the integrated design

algorithm.

In order to optimize the vehicle within the integrated systeontrol design framework
the impact of vehicle design choices on system and contrdliceevere approximated
using polynomials. These approximations were used to minghe search space, while
being refined in an iterative optimization process. Thistidigciplinary optimization was
used to design a vehicle to perform a pull-up maneuver, amgithperties of the resulting

vehicle was analyzed.
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8.2 Future Work

Directions of future research are categorized into threie mo@ics:

Modeling of Hypersonic Vehicles: There are several directions of research on the mod-
eling of scramet powered-hypersonic vehicles; the listlwe$ not meant to be com-
prehensive.

e Improved model of the plume/aircraft with CFD validation.
e Designing the aftbody from a control perspective.
e Improved engine model.

e Modeling flow separation on lifting surfaces.
Control-Relevant Design : We list some control relevant research directions below:

e Design the vehicle for decentralized control law.
e Incorporate complex control constraints in predicting@enance limitations.
e Incorporating parameteric/modeling uncertainty exgiicin the vehicle de-

sign.

Multidisciplinary Optimization : Some directions of research in multidisciplinary opti-
mization are:
e Analyzing the properties of the algorithm for integratedtsyn-control design.

e Imposing a structure/constraints on the controller in a etcally efficient

manner.

e Incorporating uncertainty in the framework through BMls.
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APPENDIX A

Trade Studies

A.1 Overview

In this chapter we present a complete list of figures and tesbitained from performing
single parameter trade studies on the hypersonic vehitiesdresults are used to inform
the vehicle design process in an integrated system-camutildisciplinary optimization.
The parameters considered are

e Elevator location (SectioA.2) and elevator size (Sectign3).

e Engine inlet height (SectioA.4) and location (Section&.5 andA.6).
e Upper (SectiorA.7) and lower (Sectioi\.8) nose angles.

¢ Stiffness of the vehicle (Sectiok.9).

TablesA.1 andA.2 in SectionA.10 summarizes the trade studies.
A.2 Elevator Location Trade Studies

In this section, we examine the impact of the elevator locedin various system properties.
The trade study has the following features:

e Elevator location.,., € [65,85] feet behind the nose.
e Flow separation by elevator not modeled.
e Elevator assumed to operate on free stream (no downwash).

e Changes in mass distribution neglected.

A.2.1 Static Properties
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Angle of Attack (deg) vs. Elevator Location @ Mach 8 Drag (Ibs) vs. Elevator Location @ Mach 8
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Figure 33: Trim AOA and Drag with Elevator Location
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Figure 35: FER and Thrust Margin with Elevator Location
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Specific impulse (s) vs. Elevator Location @ Mach 8 Fuel Rate (slugs/s) vs. Elevator Location @ Mach 8
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Figure 36: Fuel Rate and Specific Impulse with Elevator Location

A.2.2 Dynamic Properties

RHP Pole vs. Elevator Location @ Mach 8 NMP Zero vs. Elevator Location @ Mach 8
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Figure 37: Pole and Zero with Elevator Location
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Sensitivity Bound RHP Zero/Pole Ratio

NCR

RHP Zero/Pole Ratio vs. Elevator Location @ Mach 8

First flexible freq. (rad) vs. Elevator Location @ Mach 8
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Figure 38: Zero-Pole Ratio, Flexibility with Elevator Location
Sensitivity Bound vs. Elevator Location @ Mach 8 Zero—Pole coupling (deg) vs. Elevator Location @ Mach 8
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Figure 39: Zero Pole Impact with Elevator Location
NCR vs. Elevator Location @ Mach 8 Robust NCR vs. Elevator Location @ Mach 8
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Figure 40: (R)NCR variation with Elevator Location
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A.3 Elevator Sizing Trade Studies

In this section, we examine the impact of the elevator aregapious system properties.
The trade study has the following features:

e Elevator area variedS,,., € [8.5, 34] ft*
e Elevator modeled as flat plate - flow separation not captured.

e Changes in mass neglected.

A.3.1 Static Properties

Angle of Attack (deg) vs. Elevator Area @ Mach 8 Drag (Ibs) vs. Elevator Area @ Mach 8
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Figure 41: Trim AOA and Drag with Elevator Area
FER vs. Elevator Area @ Mach 8 Elevator deflection (deg) vs. Elevator Area @ Mach 8
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Figure 42: Trim FER, Elevator with Elevator Area
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FER Margin vs. Elevator Area @ Mach 8 Thrust Margin (Ibs) vs. Elevator Area @ Mach 8
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Figure 43: FER and Thrust Margin with Elevator Area
Specific impulse (s) vs. Elevator Area @ Mach 8 Fuel Rate (slugs/s) vs. Elevator Area @ Mach 8
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Figure 44: Fuel Rate and Specific Impulse with Elevator Area

A.3.2 Dynamic Properties
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RHP Zero/Pole Ratio RHP Pole

Sensitivity Bound

RHP Pole vs. Elevator Area @ Mach 8

NMP Zero vs. Elevator Area @ Mach 8
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Figure 45: Pole and Zero with Elevator Area

RHP Zero/Pole Ratio vs. Elevator Area @ Mach 8

First flexible freq. (rad) vs. Elevator Area @ Mach 8

Sensitivity Bound
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Figure 46: Zero-Pole Ratio, Flexibility with Elevator Area
Sensitivity Bound vs. Elevator Area @ Mach 8 Zero-Pole coupling (deg) vs. Elevator Area @ Mach 8
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Figure 47: Zero Pole Impact with Elevator Area
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NCR vs. Elevator Area @ Mach 8 Robust NCR vs. Elevator Area @ Mach 8

200 16
— 85000 /\\— 85000
100000 100000
150 115000] 14 115000
—125000| o |~ |—125000
o / LZ) 12 L/ // AN
G 100 g /| | A \
// 210 1 \
a4
50 — 8 ’ /
=1 | /
% 10 15 20 25 30 5 5 10 15 20 25 30 35
Elevator Area (ftz) Elevator Area (ftz)
NCR Pole Zero Coupling

Figure 48: (R)NCR variation with Elevator Area

A.4 Engine Inlet Trade Studies

In this section, we examine the impact of increasing therengilet height. The trade
study has the following features:

e Engineinleth; € [2,5] feet.
e Shock-on-lip condition assumed.

e Engine mass assumed to scale linearly with height.

A.4.1 Static Properties

Angle of Attack (deg) vs. Engine Height @ Mach 8 Drag (Ibs) vs. Engine Height @ Mach 8
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Figure 49: Trim AOA and Drag with Engine Height
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FER vs. Engine Height @ Mach 8

Elevator deflection (deg) vs. Engine Height @ Mach 8

0.8 10,
— 85000 — 85000
100000| B 100000
0.6 115000] S g 115000
c
kel
i 0.4 g 6 \
L =
o 7] \
©
0.2 — % 4
— 8
% 25 3 35 4 45 5 % 25 3 35 4 45 5
Engine Inlet Height (ft) Engine Inlet Height (ft)
Trim FER Trim Elevator
Figure 50: Trim FER, Elevator with Engine Height
FER Margin vs. Engine Height @ Mach 8 Thrust Margin (Ibs) vs. Engine Height @ Mach 8
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Figure 51: FER and Thrust Margin with Engine Height
Specific impulse (s) vs. Engine Height @ Mach 8 Fuel Rate (slugs/s) vs. Engine Height @ Mach 8
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Figure 52: Fuel Rate and Specific Impulse with Engine Height
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A.4.2 Dynamic Properties

RHP Pole vs. Engine Height @ Mach 8 NMP Zero vs. Engine Height @ Mach 8
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Figure 53: Pole and Zero with Engine Height
RHP Zero/Pole Ratio vs. Engine Height @ Mach 8 First flexible freq. (rad) vs. Engine Height @ Mach 8
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Figure 54: Zero-Pole Ratio, Flexibility with Engine Height
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Sensitivity Bound vs. Engine Height @ Mach 8 Zero—-Pole coupling (deg) vs. Engine Height @ Mach 8
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Figure 55: Zero Pole Impact with Engine Height
NCR vs. Engine Height @ Mach 8 Robust NCR vs. Engine Height @ Mach 8
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Figure 56: (R)NCR variation with Engine Height

A.5 Engine Location Trade Studies

In this section, we examine the impact of changing the engostion. The trade study
has the following features:

e Engine locatiorL,,, € [35,55] feet.
e CG shifts with change in engine.

¢ \ehicle height variable (constant lower nose inclination)

A.5.1 Static Properties
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Angle of Attack (deg) vs. Engine Location @ Mach 8 Drag (Ibs) vs. Engine Location @ Mach 8
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Figure 57: Trim AOA and Drag with Engine Location
FER vs. Engine Location @ Mach 8 Elevator deflection (deg) vs. Engine Location @ Mach 8
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Figure 58: Trim FER, Elevator with Engine Location
FER Margin vs. Engine Location @ Mach 8 Thrust Margin (lbs) vs. Engine Location @ Mach 8
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Figure 59: FER and Thrust Margin with Engine Location
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Specific impulse (s) vs. Engine Location @ Mach 8 Fuel Rate (slugs/s) vs. Engine Location @ Mach 8
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Figure 60: Fuel Rate and Specific Impulse with Engine Location

A.5.2 Dynamic Properties

RHP Pole vs. Engine Location @ Mach 8 NMP Zero vs. Engine Location @ Mach 8
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Figure 61: Pole and Zero with Engine Location
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RHP Zero/Pole Ratio vs. Engine Location @ Mach 8 First flexible freq. (rad) vs. Engine Location @ Mach 8
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Figure 62: Zero-Pole Ratio, Flexibility with Engine Location
Sensitivity Bound vs. Engine Location @ Mach 8 Zero—Pole coupling (deg) vs. Engine Location @ Mach 8
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Figure 63: Zero Pole Impact with Engine Location
NCR vs. Engine Location @ Mach 8 Robust NCR vs. Engine Location @ Mach 8
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Figure 64: (R)NCR variation with Engine Location
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A.6 Engine Location (fixed height) Trade Studies

In this section, we examine the impact of changing the engostion. The trade study
has the following features:

e Engine locatiorL.,, € [35,55] feet.
e CG shifts with change in engine.

¢ \ehicle height constant (variable lower nose inclination)

A.6.1 Static Properties

Angle of Attack (deg) vs. Engine Location @ Mach 8 Drag (Ibs) vs. Engine Location @ Mach 8
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Figure 65: Trim AOA and Drag with Engine Location
FER vs. Engine Location @ Mach 8 Elevator deflection (deg) vs. Engine Location @ Mach 8
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Figure 66: Trim FER, Elevator with Engine Location
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FER Margin vs. Engine Location @ Mach 8 Thrust Margin (Ibs) vs. Engine Location @ Mach 8
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Figure 67: FER and Thrust Margin with Engine Location
Specific impulse (s) vs. Engine Location @ Mach 8 Fuel Rate (slugs/s) vs. Engine Location @ Mach 8
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Figure 68: Fuel Rate and Specific Impulse with Engine Location
A.6.2 Dynamic Properties
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RHP Pole vs. Engine Location @ Mach 8 NMP Zero vs. Engine Location @ Mach 8
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Figure 69: Pole and Zero with Engine Location
RHP Zero/Pole Ratio vs. Engine Location @ Mach 8 First flexible freq. (rad) vs. Engine Location @ Mach 8
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Figure 70: Zero-Pole Ratio, Flexibility with Engine Location
Sensitivity Bound vs. Engine Location @ Mach 8 Zero—Pole coupling (deg) vs. Engine Location @ Mach 8
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Figure 71: Zero Pole Impact with Engine Location
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NCR vs. Engine Location @ Mach 8 Robust NCR vs. Engine Location @ Mach 8
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Figure 72: (R)NCR variation with Engine Location

A.7 Upper Nose Inclination Trade Studies

In this section, we examine the impact of changing the uppsenclination. The trade
study has the following features:

e Upper nose inclination; € [1,5] deg.
e Heating changes not considered.

e Forebody, aftbody, and engine lengths maintained; heiigVeluicle changes.

A.7.1 Static Properties

Angle of Attack (deg) vs. Upper Nose Angle @ Mach 8 Drag (Ibs) vs. Upper Nose Angle @ Mach 8
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Figure 73: Trim AOA and Drag withr,
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FER vs. Upper Nose Angle @ Mach 8

Elevator deflection (deg) vs. Upper Nose Angle @ Mach 8

0.5 10
— 85000 |__|— 85000
100000 § 9 100000
115000 © 115000
0.4 Z
—130000 S 8 — —130000
x i3]
i 0.3 £ 7
©
s 6 ]
0.2 :
o 5
0'11 2 3 4 5 41 2 3 4 5
Upper Nose Angle (deg) Upper Nose Angle (deg)
Trim FER Trim Elevator
Figure 74: Trim FER, Elevator withr;,
FER Margin vs. Upper Nose Angle @ Mach 8 Thrust Margin (Ibs) vs. Upper Nose Angle @ Mach 8
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Figure 75: FER and Thrust Margin withy,
Specific impulse (s) vs. Upper Nose Angle @ Mach 8 Fuel Rate (slugs/s) vs. Upper Nose Angle @ Mach 8
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Figure 76: Fuel Rate and Specific Impulse with

162



A.7.2 Dynamic Properties

RHP Pole

RHP Zero/Pole Ratio

RHP Pole vs. Upper Nose Angle @ Mach 8

NMP Zero vs. Upper Nose Angle @ Mach 8
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Figure 77: Pole and Zero withy,
RHP Zero/Pole Ratio vs. Upper Nose Angle @ Mach 8 First flexible freq. (rad) vs. Upper Nose Angle @ Mach 8
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Figure 78: Zero-Pole Ratio, Flexibility with,
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Sensitivity Bound vs. Upper Nose Angle @ Mach 8 Zero-Pole coupling (deg) vs. Upper Nose Angle @ Mach 8
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Figure 79: Zero Pole Impact withy,
NCR vs. Upper Nose Angle @ Mach 8 Robust NCR vs. Upper Nose Angle @ Mach 8
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Figure 80: (R)NCR variation withr;,

A.8 Lower Nose Inclination Trade Studies

In this section, we examine the impact of changing the lovaserinclination. The trade
study has the following features:

e Upper nose inclination; € [3.2,8.2] deg.
e Heating changes not considered.

e Forebody, aftbody, and engine lengths constant; heightliicle changes.

A.8.1 Static Properties
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Angle of Attack (deg) vs. Lower Nose Angle @ Mach 8

Drag (Ibs) vs. Lower Nose Angle @ Mach 8
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Figure 81: Trim AOA and Drag withr;,
FER vs. Lower Nose Angle @ Mach 8 Elevator deflection (deg) vs. Lower Nose Angle @ Mach 8
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Figure 82: Trim FER, Elevator withr;,
FER Margin vs. Lower Nose Angle @ Mach 8 Thrust Margin (lbs) vs. Lower Nose Angle @ Mach 8
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Figure 83: FER and Thrust Margin with;,
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Specific impulse (s) vs. Lower Nose Angle @ Mach 8 Fuel Rate (slugs/s) vs. Lower Nose Angle @ Mach 8
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Figure 84: Fuel Rate and Specific Impulse with
A.8.2 Dynamic Properties
RHP Pole vs. Lower Nose Angle @ Mach 8 NMP Zero vs. Lower Nose Angle @ Mach 8
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Figure 85: Pole and Zero with,
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RHP Zero/Pole Ratio vs. Lower Nose Angle @ Mach 8

First flexible freq. (rad) vs. Lower Nose Angle

@ Mach 8
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Figure 86: Zero-Pole Ratio, Flexibility with,
Sensitivity Bound vs. Lower Nose Angle @ Mach 8 Zero—Pole coupling (deg) vs. Lower Nose Angle @ Mach 8
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Figure 87: Zero Pole Impact with,
NCR vs. Lower Nose Angle @ Mach 8 Robust NCR vs. Lower Nose Angle @ Mach 8
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Figure 88: (R)NCR variation withr,
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A.9 Stiffness Trade Studies

In this section, we examine the impact of changing the velstifness. The trade study
has the following features:

e Stiffness scaling; € [0.5,2].

A.9.1 Static Properties

Angle of Attack (deg) vs. Stiffness @ Mach 8 Drag (Ibs) vs. Stiffness @ Mach 8
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Figure 89: Trim AOA and Drag with Stiffness
FER vs. Stiffness @ Mach 8 Elevator deflection (deg) vs. Stiffness @ Mach 8
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Figure 90: Trim FER, Elevator with Stiffness
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FER Margin vs. Stiffness @ Mach 8

Thrust Margin (Ibs) vs. Stiffness @ Mach 8
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Figure 91: FER and Thrust Margin with Stiffness
Specific impulse (s) vs. Stiffness @ Mach 8 Fuel Rate (slugs/s) vs. Stiffness @ Mach 8
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Figure 92: Fuel Rate and Specific Impulse with Siffness

A.9.2 Dynamic Properties
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RHP Pole vs. Stiffness @ Mach 8

NMP Zero vs. Stiffness @ Mach 8
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Figure 93: Pole and Zero with Stiffness
RHP Zero/Pole Ratio vs. Stiffness @ Mach 8 First flexible freq. (rad) vs. Stiffness @ Mach 8
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Figure 94: Zero-Pole Ratio, Flexibility with Stiffness
Sensitivity Bound vs. Stiffness @ Mach 8 Zero-Pole coupling (deg) vs. Stiffness @ Mach 8
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Figure 95: Zero Pole Impact with Stiffness
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NCR vs. Stiffness @ Mach 8 Robust NCR vs. Stiffness @ Mach 8
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Figure 96: (R)NCR variation with Stiffness

A.10 Table of Results

We summarize the results of the trade studies using thestdddw. The parameters
considered were:

e Elevator Location [..,) and Size kgie.).

e Engine location .,,) and inlet heightk;).

e Upper nose inclinationr{;) and lower nose inclinatior-{).
e Stiffnessk.

The legend for the table is given below:
e T: Increases.

e ' Increases (almost) linearly.

|: decreases.

\.. Decreases (almost) linearly.

N: Concave (and attains maximum).

U: Convex (and attains minimum).

—: No significant impact.

A.10.1 Static Properties

TableA.1 lists the impact of vehicle design decisions on the statperties of the vehicle.
The trends are listed at trim.

The first flexible mode frequency increases linearly with the other parameters do
not significantly impact it.
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Property | AOA | Drag | FER| Elevator| FER Margin| Thrust Margin|

Rearwardle., | T ! ! ! 7 T
Increasings, — U U l — —
Increasingh; / AV ! \ 1 /!
RearwardL.,, | \, /! /! 1 — —
U /! T - /! - -
L N - N /! N\ -
Increasingk [ / — — — — —
Table A.1: Impact of parameters on static vehicle properties

Property RHP Pole| NMP Zero | Z/P Ratio| Sensitivity Bound| Zero-Pole
Bound Coupling
Rearwardlc;c, N\ /! /! | |
Increasings, \ — 1 ! !
Increasingh; \ AV 1 ! !
RearwardL,,,, ) /! ] ) )
Increasingry /! / ! / /
Increasingr,, /! / ! / AN
IncreasingE' [ T — 1 T !

Table A.2: Impact of parameters on dynamic vehicle properties

A.10.2 Dynamic Properties

The dynamic properties of the trade studies is given in TAlZe It should be noted that a
decrease in coupling between the pole and zero is achiekaainan increase in the angle
between the pole and zero directionality.
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