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ABSTRACT  
   

For CFD validation, hypersonic flow fields are simulated and compared with experimental 

data specifically designed to recreate conditions found by hypersonic vehicles.  Simulated flow 

fields on a cone-ogive with flare at Mach 7.2 are compared with experimental data from NASA 

Ames Research Center 3.5” hypersonic wind tunnel. A parametric study of turbulence models is 

presented and concludes that the  -  -  transition and SST transition turbulence model have the 

best correlation.  Downstream of the flare’s shockwave, good correlation is found for all boundary 

layer profiles, with some slight discrepancies of the static temperature near the surface.  

Simulated flow fields on a blunt cone with flare above Mach 10 are compared with experimental 

data from CUBRC LENS hypervelocity shock tunnel. Lack of vibrational non-equilibrium 

calculations causes discrepancies in heat flux near the leading edge.  Temperature profiles, 

where non-equilibrium effects are dominant, are compared with the dissociation of molecules to 

show the effects of dissociation on static temperature.  Following the validation studies is a 

parametric analysis of a hypersonic inlet from Mach 6 to 20.  Compressor performance is 

investigated for numerous cowl leading edge locations up to speeds of Mach 10.  The variable 

cowl study showed positive trends in compressor performance parameters for a range of Mach 

numbers that arise from maximizing the intake of compressed flow.  An interesting phenomenon 

due to the change in shock wave formation for different Mach numbers developed inside the cowl 

that had a negative influence on the total pressure recovery.  Investigation of the hypersonic inlet 

at different altitudes is performed to study the effects of Reynolds number, and consequently, 

turbulent viscous effects on compressor performance. Turbulent boundary layer separation was 

noted as the cause for a change in compressor performance parameters due to a change in 

Reynolds number.  This effect would not be noticeable if laminar flow was assumed.  Mach 

numbers up to 20 are investigated to study the effects of vibrational and chemical non-equilibrium 

on compressor performance.  A direct impact on the trends on the kinetic energy efficiency and 

compressor efficiency was found due to dissociation. 
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NOMENCLATURE 

 
  = temperature dependent coefficient 

   = pre-exponential factor 

  = temperature dependent coefficient 

  = speed of sound 

  = molar concentration 

   = skin friction 

   = reaction activation energy 

  = intermittency 

 ⃗  = diffusion flux of species 

  = turbulent kinetic energy 

   = Arrhenius rate constant 

   = laminar kinetic energy 

  = mass 

 ̇ = mass flow rate 

  = Mach number, third-body efficiency 

     = molecular weight of species 

   = number of reactions 

  = pressure 

   = critical pressure 

   = total pressure 

  = specific gas constant 

   = net rate of production of species 

    = Reimann invariant at interior 

   = Reimann invariant at infinity 

 ̂    = Arrhenius molar rate of creation/destruction 
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   = Reynolds number 

s = flare location 

   = rate of creation 

  = time 

  = temperature 

   = critical temperature 

   = total temperature 

   = x-velocity 

   = y-velocity 

   = friction velocity 

  = velocity 

  = first layer thickness 

   = non-dimensional wall distance 

   = mass fraction of species 

  = temperature exponent 

  = specific heat ratio 

  = boundary layer thickness 

  = turbulence dissipation rate 

   = adiabatic compressor efficiency 

    = kinetic energy efficiency 

  = dynamic viscosity 

   = turbulent viscosity 

  = deflection angle 

  = density 

   = shear stress 

  = flow variable 

  = specific dissipation rate, inverse turbulent time scale 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Background 

Hypersonic flow will dictate many of the new exciting vehicle designs for the 21
st
 century.  

Hypersonic flight has been achieved, both manned and unmanned, but it is certainly not an easy 

task. The North American X-15 and numerous launch vehicles achieved hypersonic speeds 

decades ago.  Even with thorough flight testing and analysis of these vehicles, design of 

hypersonic vehicles takes an extreme amount of careful engineering.  The most recent 

hypersonic vehicles such as the Space Shuttle, Boeing X-51, and NASA X-43 (Figure 1) have 

achieved hypersonic flight, but not without failures under their belt.  Hypersonic vehicle design is 

a complicated and ongoing process.  

As a conventional rule of thumb, hypersonic flow can be defined as flow above Mach 5.  

However, this number is not set in stone, and only refers to an approximate Mach number where 

certain physical flow phenomena become important such as strong shock waves, thin shock 

layers, entropy layers, viscous interactions, and high temperature, high enthalpy flows [1].  Two 

important phenomena influencing hypersonic flow properties are viscous forces and high 

temperature gas dynamics. The viscous forces acting on the test body can create complex 

 
Fig. 1: X-43A Hypersonic Vehicle [1] 
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boundary layers, often resulting in laminar-turbulent transitional boundary layer flow.  Laminar-

turbulent transition is a state-of-the-art research topic.  Analysis of viscous boundary layers is 

important in order to accurately capture heat transfer and skin friction values across the test body 

of a hypersonic vehicle in flight.  Laminar-turbulent transition is a function of Mach number, 

Reynolds number, angle of attack, nose shape, and test body temperature [1]. Even reproducing 

the same transition point on the same geometry at identical free-stream conditions across 

multiple wind tunnels is very difficult.  On the other hand, at the microscopic level the high 

temperatures found at the boundary layer and behind shock waves excite the fluid molecules.  

These excited molecules increase their vibrational energies and can cause dissociation and 

ionization if enthalpy and temperature are high enough.  This type of behavior can change the 

characterization of the fluid, from calorically perfect to thermally perfect or chemically reacting. 

Calorically perfect gas entitles a constant specific heat, while a thermally perfect gas has variation 

in specific heat caused by the vibrational energy of the molecules.  This specific heat can be 

characterized as a function of temperature.  A chemically reacting fluid of perfect gases can be 

modeled using species transport and rate of reaction equations, where the chemical reactions 

can be classified as either equilibrium, non-equilibrium, or frozen depending on the time scale of 

the flow across the test body versus the time scale of the chemical reactions taking place. 

 

1.2 Experimental Versus Computational 

Hypersonic flow presents a particularly demanding research area, experimentally and 

computationally.  Experimental research refers to flight, wind tunnel and shock tunnel 

experiments, which was the initial approach to aerodynamic research ever since the Wright 

brothers.  It can be time consuming, expensive, and one can only gather as much information as 

given by the measurement devices.  On the other hand, computational research is a relatively 

new field thanks to the exponential increase in computing power. Computational analysis is able 

to detail everything about the flow, from shock shape to flow variation between shock and body, 

skin friction, heat transfer, and aerodynamic properties.  It is also able to simulate any flight 

condition, unlike experimental tests.  However, creating efficient, robust and accurate solvers is a 
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must for computational analysis to be effective.  Integrating experimental with computational 

hypersonic research creates a special advantage in being able to thoroughly characterize all 

aspects of the hypersonic regime.  By doing so, an extensive database can be established, which 

will aid in the design of hypersonic vehicles. The complementary role of hypersonic test facilities 

with computational analysis is explained thoroughly in Reference 2. 

The experimental database of the hypersonic regime is limited due to its cost and 

complexity.  Also, it needs to cover both the viscous and high temperature phenomena for a 

complete understanding of the flow in actual flight.  This is very difficult to do unless it is through 

flight testing. Two possibilities are wind tunnels and shock tunnels.  Continuous and blow-down 

wind tunnels provide simulation of Mach and Reynolds number.  In order to reach high Mach 

numbers into the hypersonic regime, the facilities operate “cold” in order to lower the speed of 

sound.  These can be considered “perfect gas” experiments.  However, this does not replicate the 

correct velocities or enthalpy of actual flight, but is well suited to analyze active boundary layer 

regions for viscous effects [3]. Wind tunnels can typically achieve test times on the order of 

minutes. Shock Tunnels create a shock wave moving through a high-pressure reservoir to create 

very high temperatures. They have been known to reach Mach numbers up to 20, however only 

have run times on the order of milliseconds due to the moving shock.  Shock Tunnels are well 

suited for experimentation of chemically reacting flows associated with hypersonic flow due to 

their high enthalpy flow [3].  

Computational Fluid Dynamics (CFD) is the numerical simulation of flow fields through 

the approximate solution of the governing partial differential equations for mass, momentum, and 

energy conservation equations, coupled with appropriate physics modeling such as turbulent, 

thermodynamic, and species transport.  The Navier-Stokes equations are used to solve flow in 

the continuum regime.  The approximate solution of the governing equations is sensitive to grid 

creation, boundary conditions, and the numerical methods used.  They are also computationally 

expensive and often require enormous storage requirements and long run times.  To decrease 

computational time, many hypersonic specific CFD codes use the Viscous-Shock-Layer (VSL) or 

Parabolized Navier-Stokes (PNS) equations, such as VSLED, PNSEQ3D, AFWAL, SCRAMP, 
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SCRINT, SPEAR, and PEPSI-S [4].  The VSL equations are similar to the classical boundary-

layer equations but allow a finite normal pressure gradient.  The VSL equations are downstream-

marching technique and therefore does not allow for any type of flow separation. The PNS 

equations neglect the viscous terms in the x-direction, allowing for a much simpler set of 

equations to be solved than the original Navier-Stokes equations.  However, this does not allow 

information via thermal conductivity and viscosity to propagate upstream. The Navier-Stokes 

equations are without any reduction or simplification of any terms, but are computationally more 

demanding.  This set of equations is a mix of hyperbolic, parabolic, and elliptical behavior.  The 

viscous terms in the x-direction allow for an elliptical behavior, where fluid properties propagate 

upstream. Therefore, the Navier-Stokes equations allow for pressure gradients and flow 

separation that occur in the natural flow problem [1].  On a related note, the physics models that 

simulate turbulence, laminar-turbulence transition, and chemical reactions have been improving 

since the widespread use of computational fluid dynamics.  Nonetheless, these models are 

strongly dependent on benchmark experiments.  For the application of turbulence models in high 

Reynolds number flows, it is computationally challenging to model all scales of turbulent motion.  

The practical approach is to model selected scales of turbulent motion using the Reynolds-

Average Navier-Stokes (RANS) equations [5].  RANS is a time-averaged solution of flow 

variables.  By creating turbulence models that close the RANS equations, the constants of such 

turbulence equations need to be empirically based on experimental data.  Similarly, to model 

chemical reaction using species transport equations, the constants to solve for the Arrhenius 

reaction rates are found experimentally.  By calculating the rate of creation/destruction of species 

in a flow, the species transport conservation equation can be coupled with the Navier-Stokes 

conservation equations for the solution of chemically reacting fluids. 

It is important to note that there is no generally-applicable model for each of these 

phenomena, but several possibilities, all of which are dependent on flow characteristics.  The 

progressive expansion in solving the full Navier-Stokes equations with the progress in flow 

physics such as turbulence modeling, transition modeling and species transport modeling has 

allowed CFD to compliment hypersonic experimental testing.   
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1.3 Objective 

In order to advance hypersonic research, there is a need to develop simple approaches that are 

readily available to students and researcher for the practical, albeit approximate, analysis of 

hypersonic flow [6].  One approach to maturing hypersonic research is minimizing extensive code 

development efforts and making the greatest possible use of existing codes, algorithms and 

physical models [4].  The use of readily available software will allow hypersonic research to 

progress by private companies and the research community.  A detailed approach to the analysis 

found in this paper will be documented for hypersonic enthusiasts to readily simulate their own 

hypersonic flow fields. 

The objective of this paper is to use a commercial CFD code as a tool for parametric 

studies of a scramjet inlet that incorporates viscous interactions and chemically reacting flows.  It 

is common for aerospace companies to have their own hypersonic code, but the codes are not 

available to the public.  In the research community, hypersonic codes have been written, but they 

are normally oriented to testing new algorithms or are developed for a specific case that can’t be 

applied universally to the hypersonic regime.  Furthermore, not all students and researchers have 

the time and capability to develop codes from scratch that incorporate the latest algorithms, 

turbulence modeling, and species transport modeling.  There is no need to reinvent the wheel.  

Therefore, a CFD solver that stays on the top of the research industry is chosen for this paper.  

ANSYS FLUENT will be used to perform all fluid dynamics simulations.   FLUENT solves the full 

Navier-Stokes equations using a finite volume approach and its numerical methods are constantly 

being updated to use the most accepted and latest algorithms found in the research community. 

ANSYS WORKBENCH 13.0 is used for the simulation setup and simulation.  The 

approach to recreating the hypersonic flow fields is to use ANSYS DESIGNMODELER to model 

the chosen geometry.  The geometry is imported into ANSYS ICEM CFD to create the grid 

around the test body.  Then, the grid is imported into FLUENT to solve for the desired flow field.  

Post processing of the results is performed in MATLAB.  

Only a hand full of articles and research papers have utilized FLUENT to simulate 

hypersonic flow, and even fewer have validated it with experimental data.  Therefore, it is 
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important to establish the strengths and weaknesses of FLUENT for this chosen velocity regime.  

FLUENT will be validated for hypersonic flow, and the credibility and limitations of its CFD code 

will be studied.  This will be done by selecting experimental test cases and replicating them using 

the CFD solver.  These test cases will be carefully chosen so that they cover the main flow 

phenomena found in the hypersonic regime, specifically viscous interactions and chemically 

reacting gas at hypersonic velocities.  FLUENT will be validated for its hypersonic viscous effects 

at the boundary layer.  Mach and Reynolds number will be matched to recreate the same viscous 

effects as the experimental test.  A parametric study of the available turbulence models and input 

parameters will be performed.  These results will be compared with existing wind tunnel data.  

FLUENT will also be validated for its chemically reacting, species transport modeling by running 

high enthalpy, high temperature simulations.  A reaction rate model will be used and vibrational 

and chemically non-equilibrium effects of these molecules will be analyzed.  These results will be 

compared with shock tunnel data.  Once the validation simulations are performed and its 

credibility and limitations are known, FLUENT’s CFD code can then be properly used as a design 

tool.  Following these validation cases, a parametric analysis of a hypersonic Inlet will be 

performed using techniques learned from the validation cases.  Study of the variation of the cowl 

leading edge location in a scramjet inlet across a range of Mach numbers will be executed for 

compressor performance comparisons.  Following this will be a study of viscous effects on the 

scramjet inlet by varying the Reynolds number, as well as a study of the effects of a chemically 

reacting flow on the inlet performance. 

Chapter 2 will discuss the wind tunnel experimental case and the simulation setup for the 

viscous interactions validation.  Chapter 3 will discuss the shock tunnel experiment case and the 

simulation setup for the species transport validation.  Chapter 4 will discuss the geometry of the 

hypersonic inlet and the simulation setup for all simulated conditions.  Chapter 5 will go over 

results for all validation cases and the hypersonic inlet parametric study.  Discussion regarding 

the results and any discrepancies will be found here.  Conclusion and recommendations will be 

found in Chapter 6. 
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CHAPTER 2 

VISCOUS INTERACTION SETUP 

 

2.1 Experimental Case 

A NASA technical memorandum published in January of 1989 records the experimental case 

study of hypersonic shock wave and turbulence boundary layer interaction flow [7].  The tests 

were performed at NASA Ames Research Center 3.5” Hypersonic Wind Tunnel. The experiments 

found in this paper were designed to generate flows with large pressure gradients, shock waves, 

and boundary layer separation due to a compression corner.  The data recorded was presented 

in convenient form for use in validation of existing or future computational models for hypersonic 

flow [7].   

Nominal free-stream test conditions for the wind tunnel are total temperature, 900 K; total 

pressure, 3,445,050 Pa; unit Reynolds number, 7*10
6
 m

-1
; Mach number, 7.2.  It is important to 

note that total temperatures vary up to 50 K during runs.  Test times for the wind tunnel average 3 

minutes.   

The geometry tested is a cone-ogive cylinder with a flare, and is described in detail in the 

following section. Boundary layer profiles before and after the shock were measured, as well as 

the pressure and heat transfer distribution across the test body.  Experimental uncertainties from 

these measurements are total temperature, ±1.5%; static pressure, ±10%; static temperature, 

±6%; density, ±12%; velocity, ±3%; y location, ±0.02 meters; surface pressure and heat flux 

measurements, ±10%.  The test body was highly instrumented and more detail can be found in 

Reference 7. 

 

2.2 Cone-ogive Flare Model 

The test body, found in Figure 2, is a cone-ogive cylinder with an attached flare.  It is composed 

of simple geometric shapes, chosen for its simplicity yet still exhibits the same basic 

characteristics that hypersonic vehicles do.  The cone-ogive cylinder is 2 meters long, with a 
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 0.203 meter diameter.  It was set at a zero angle of attack.  The attached flare has a half-angle of 

20 degrees.  The interior was hollow and equipped with a water cooling system to keep the 

surface temperature at a constant 310 ± 5 K.   

Flow-field surveys were initially taken on the cylindrical test body with no flare to 

determine the initial boundary layer profile before the expected shock wave on the flare. These 

measurements were taken 133 cm downstream from the tip.  Once the boundary layer profile 

upstream of the flare was recorded, the leading edge of the flare was attached 139 cm 

downstream from the tip.  In the experimental case study, a series of flares of different angles and 

three-dimensional fins were tested, but only the 20 degree flare was chosen for this validation 

case.  Three locations were surveyed along the flare to determine the boundary layer profiles 

behind a shock with boundary layer separation.  Considering s = 0 at the leading edge of the 

flare, the surveyed locations were at s = 5.5, 10.3, and 15.5 cm along the flare.  Pressure and 

heat transfer surface measurements were taken across a portion of the test body that 

encompassed the location of the shock wave and boundary layer separation, from approximately 

s = -12 to 15 cm.  Oil-flow visualization verified that separation occurred at s = 0 for the 20 degree 

flare.  Laminar-Turbulence transition occurred between 40 and 80 cm from the tip of the cone.  

 

 
Fig. 2: Cone-ogive Test Body [7] 
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2.3 Cone-ogive Flare Grid  

The discretized computational domain was created in ICEM CFD.  Two grids were created with 

and without the flare to simulate the exact experimental test body.  The grid was created with the 

fact that the simulation will be run using the axisymmetric Navier-Stokes equations.  Therefore, a 

two-dimensional geometry was created with an axis defined at the radial center of the test body.  

This allows for a minimal amount of grid points to be computed in order to decrease simulation 

run times while including the relieving effects of the three dimensional geometry.   

Coarse grids were initially ran, and then increased in cell counts until the solution was 

unaffected by the grid.  Refer to Figures 3 and 4 for the grid with and without flare, respectively, 

which represent the grid used to obtain the grid-independent solution.  It is important to note that 

only 1 in 4 grid lines are displayed along the axis and test body.  A C-grid made up of 

quadrilaterals is used to define the domain, because of its ability to minimize cell skewness near 

the test body surface.  For turbulence models, which will be discussed later in this chapter, the 

wall    is an important non-dimensional number that determines whether cells adjacent to the 

walls have laminar or turbulent influences.  The    is defined as Equation 1. 

   
   

 
 (1) 

For first iteration grids, estimation of the first layer thickness,  , can be calculated by 

estimated the friction velocity,   , from the Schlichting skin-friction correlation found as Equation 

2. 

          (   )                            (2) 

Friction velocity is computed from the wall shear stress using Equation 3 and 4.  The 

estimated first layer thickness is now found by selecting a desired    and the fluids kinematic 

viscosity. 

      
 

 
   

  (3) 

   √
  

 
 (4) 
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The grid has boundary layer inflation setup on the test body surface to allow for full 

resolution of the boundary layer profile.  ICEM allows two methods for inflation layers.  The 

number of points can be defined on a specific edge and then biasing is applied, or one can select 

the desired edge and apply inflation layers to define first layer thickness.  The method in this 

validation case was using biasing with a bias factor of 14,000.  This results in a first inflation layer 

thickness of 1.75e-6 meters giving a    < 1.  Approximately 100 layers are found within the 

thickness of the boundary layer to ensure high resolution of boundary layer profile.  The number 

of cells across the test body surface is approximately 500.  The total grid cell count is 

approximately 100,000.    

  

 
Fig. 3: Cone-ogive without Flare Grid 

 
Fig. 4: Cone-ogive with Flare Grid 
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2.4 Simulation Setup 

The simulation is setup and run in FLUENT 13.0.  The setup and reasoning behind each selection 

will be described in detail and in the order found in FLUENT for ease of recreation for future 

hypersonic simulations. 

 

2.4.1 General 

The Density-Based solver is chosen.  In compressible flow, pressure is a function of both density 

and temperature, and this solver determines the pressure by the equation of state.  The Density-

Based solver was originally created for high-speed compressible flows, and therefore this solver 

was chosen.  A steady solution is expected when the time derivatives of the flow field vanish as 

the simulation progresses.  The steady solver was chosen because the phenomena we are 

observing are not time dependent.  Either way, it is important to note that the density-based 

solver is discretized in time for both steady and unsteady calculations [8].  As discussed in the 

previous section about grid generation, the grid is built for the Navier-Stokes axisymmetric solver 

and therefore axisymmetric is chosen. 

 

2.4.2 Models 

The Energy model is chosen, because it correctly couples the velocity with the static temperature 

for compressible flow.  FLUENT requires the energy equation to be solved if the ideal gas law is 

incorporated, which will be discussed in the following section.   

A parametric study of the available turbulence models is made to determine the accuracy 

within each model for external hypersonic flow.  Some background in turbulence modeling will be 

discussed to understand the difference between these turbulence models.  The Reynolds-

Average Navier-Stokes equations are a decomposition of the Navier-Stokes equations into the 

time-averaged,  ̅, and fluctuating components,   , where   in Equation 5 denotes a scalar flow 

variable. 

   ̅     (5) 
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As seen in Equation 6, the RANS momentum equation has the same general form as the 

Navier-Stokes equation, but with flow variables represented as time-averaged (with the overbar 

dropped) and with an additional fluctuating term that represents the effects of turbulence.   

 

  
(   )  

 

   
(     )   

  

   
 

 

   
[ (

   

   
 

   

   
 

 

 
   

   

   
)]  

 

   
(    

   
 )  (6) 

The Reynolds stresses,     
   

 , are modeled in order to close the equations.  One 

common approach to modeling the Reynolds stresses is to employ the Boussinesq hypothesis, 

stated in Equation 7.  The main issue in this equation is how the turbulent viscosity,   , is 

computed.  All turbulence models discussed below use the Boussinesq hypothesis with variation 

in the modeling of the turbulent viscosity.  

    
   

    (
   

   
 

   

   
)  

 

 
(     

   

   
)     (7) 

The one-equation Spalart-Allmaras model computes the turbulent viscosity in terms of a 

near-wall modified turbulent kinematic viscosity transport equation, in which the turbulent kinetic 

energy,  , is not calculated.  The Spalart-Allmaras model was developed for aerodynamic flows, 

specifically involving wall-bounded flows and shows good results for boundary layers subjected to 

adverse pressure gradients [8].  The low Reynolds number damping option is important, because 

the grid refinement at the test body gives small cell Reynolds numbers.  Therefore, the Spalart-

Allmaras model is used with Low-Re Damping.   

The two-equation Realizable  -  model computes the turbulent viscosity as a function of 

the turbulent kinetic energy,  , and the turbulence dissipation rate,  .  This model is similar to the 

original  -  model, except that it satisfies mathematical constraints on the Reynolds stresses that 

are consistent with turbulent flow physics.  The realizable model has consistently outperformed 

other  -  models for several validations of separated flow [8].  The enhanced wall treatment 

provides improved resolution of boundary layer separation, and is the recommended wall 

treatment to use over other options with the Realizable  -  Model.  Therefore, the Realizable  -  

Model is used with enhanced wall treatment.   



  13 

The two-equation Shear-Stress-Transport (SST)  -  model combines the robustness 

and accuracy of the  -  model at the near-wall region with the freestream independence of the  -

  model away from the surface.  This is done by converting the  -  model into a  -  formulation, 

and solving for the turbulent viscosity as a function of the turbulent kinetic energy,  , and the 

specific dissipation rate,  .  The SST model is more accurate and reliable for a wider class of 

flows [8].  The Low-Re correction is needed because of the grid refinement at the test body that 

gives small cell Reynolds numbers near the surface.  Compressibility effects are needed because 

the flow being simulated is much higher than Mach 0.3, when compressible flow comes into play.  

Therefore, the SST  -  model is used with Low-Re corrections and compressibility effects.  

The three-equation Transition  -  -  model computes turbulent viscosity as a function of 

turbulent kinetic energy,  , laminar kinetic energy,     and the inverse turbulent time scale,  .  It is 

used to predict boundary layer transition from laminar to turbulent regime.  The laminar kinetic 

energy is used to refine the transition location.  For correct laminar to turbulent transition, the 

mesh must have a      [8]. 

The four-equation Transition SST model computes turbulent viscosity as a function of 

turbulent kinetic energy,  , specific dissipation rate,  , intermittency,  , and the momentum-

thickness Reynolds number.  It is used to predict boundary layer transition from laminar to 

turbulent regime.  The transition onset criterion is in terms of the momentum-thickness Reynolds 

number, which is automatically defined within the model itself or user defined for further transition 

fine tuning.  For correct laminar to turbulent transition, the mesh must have a      [8]. 

The Reynolds Stress Model (RSM) and the Scale-Adaptive Simulation (SAS) Model are 

not used.  The RSM is recommended for cyclone flows, highly swirling flows, rotating flows, and 

stress-induced secondary flows [8].  It is also computationally expensive.  The SAS Model is an 

improved unsteady Reynolds-averaged Navier-Stokes formulation, and allows resolution of the 

turbulent spectrum in unstable flow conditions [8].  The flow that is being simulated in this chapter 

needs none of the previously mentioned benefits and therefore both models are not necessary.  



  14 

In-depth detail of the equations of all the above mentioned turbulence models are found in 

Reference 8. 

 

2.4.3 Materials 

Under the fluid properties, air is chosen as the fluid.  It has been shown that at low pressures and 

high temperatures, the ideal gas equation deviates insignificantly from experimental data [9].  The 

ideal gas equation of state, defined as Equation 8, is chosen for the calculation of density,  , 

where   is pressure,   is temperature and           is the specific gas constant. 

               (8) 

The ideal gas law is considered an appropriate thermodynamic relation when Equation 9, 

 

  
   (9) 

or Equations 10 and 11 are satisfied [10], where    and    correspond to the critical pressure and 

temperature of that specific gas.  The critical pressure and temperature for air is 3,771,432 Pa 

and 132.65 K, respectively. 

 

  
   (10) 

 

  
   (11) 

The specific heat, thermal conductivity, and dynamic viscosity are calculated as a function of 

temperature.  This classifies the fluid as a thermally perfect gas.  The specific heat is calculated 

using a piecewise-polynomial function originally given by Gordon and McBride.  The thermal 

conductivity and dynamic viscosity are calculated using a piecewise-linear function given by 

Kadoya et al. [11].  The piecewise-polynomial function and piecewise-linear function are given as 

Equations 12 and 13, respectively, where   is one of the gas properties.  Values of the 

coefficients used for these temperature-dependent functions are found in Appendix A as Tables 

15-17.   

                      ( )            
     (12.1) 

                      ( )            
     (12.2) 
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 ( )     
       

       
(    ) (13) 

For any solids such as walls and the test body, the material properties are set to aluminum 

because Reference 7 did not specify.  Default values are used. 

 

2.4.4 Boundary Conditions 

Refer to Figure 5 for a description of the boundary conditions set for this grid.  Pressure inlet and 

outlet are chosen for flow boundaries, because total pressure is given in Reference 7 and 

freestream pressure can be easily calculated using the isentropic flow equation given as Equation 

14.   

  

 
 (  

   

 
  )

 

   
 (14) 

The operating pressure is the absolute pressure at a point in the flow where the gauge 

pressure is defined to be zero, and can be typically referred to as the atmospheric pressure.  

Under operating condition, the operating pressure is set to 0 Pa.  Therefore, the inlet pressure 

directly matches given wind tunnel pressure data. 

Inlet conditions are found in Table 1.  Reference 7 did not explicitly define freestream 

static conditions, but only Mach number, Reynolds number, total pressure, and total temperature.  

FLUENT calculates freestream temperature using the isentropic relation found in Equation 15.  

Velocity is calculated using the speed of sound relation found in Equation 16. 

  

 
   

   

 
   (15) 

 
Fig. 5: Cone-ogive Boundary Conditions 
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   √    (16) 

Density is calculated from the ideal gas law.  Dynamic viscosity is taken from Kadoya et al. [11].  

The direction of the inlet flow was set to a directional vector of 1 for the axial-component and 0 for 

the radial-component for horizontal flow across the curved inlet boundary. 

Turbulence inputs varied depending on the turbulence model selected.  All models 

required the turbulent viscosity ratio and turbulence intensity, except for the Spalart-Allmaras 

model which only required the turbulent viscosity ratio.  Turbulent conditions are sometimes a 

given parameter of the wind tunnel.  However, no data was found for NASA Ames Hypersonic 

Wind Tunnel.  The turbulent viscosity ratio is directly proportional to the turbulent Reynolds 

number.  Typically, the turbulent viscosity ratio,     , at freestream boundary conditions of most 

external flows is small and can be considered to be between           [10].  A turbulent 

viscosity ratio of 1 is used for all simulations.  The turbulence intensity,  , is defined as the ratio of 

the root-mean-square of the velocity fluctuations to the mean flow velocity.  Turbulence intensity 

of 1% is considered low, with 10% or higher being considered high.  Modern low-turbulence wind 

tunnels may have turbulence intensities as low as 0.05% [10]. A turbulence intensity of 1% was 

used for all simulations.  Inlet values were varied to force transition between 40 and 80 

centimeters.  A brief parametric study of turbulent viscosity ratio, turbulence intensity, laminar 

kinetic energy and intermittency inlet values is performed to study the effect these parameters 

have on the transition location.  However, results are given for a turbulence viscosity ratio of 1 

and a turbulence intensity of 1%, giving a turbulent kinetic energy inlet value of 255.6 m
2
/s

2
. 

   3,445,050 [Pa] 

   900 [K] 

   696 [Pa] 

   84 [K] 

   0.0288 [kg/m
3
] 

   1305 [m/s] 

   6e-6 [kg/m-s] 

Table 1: Cone-ogive Inlet Boundary Conditions 
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The outlet conditions are identical to the inlet conditions.  However, for this simulation, it 

does not matter what the outlet conditions are, because for locally supersonic flow the pressure is 

extrapolated from the upstream conditions.  Backflow conditions, such as turbulence inputs and 

total temperature, are applied only if reverse flow exists at the outlet conditions [10]. 

The two walls in the domain are the wall at the upper location of the grid and the test 

body.  The upper wall is set to a stationary, viscous and adiabatic wall.  This is applied by setting 

the heat flux constant to zero and applying no slip.  The heat flux is set to zero to not allow the 

wall to extract any heat from the flow that could influence flow conditions for the test body.  A wall 

is used for the upper boundary because of the long test body which created a horizontal surface 

at this location.  Previous simulations were run with this surface as a pressure inlet, but numerical 

difficulties were found at this location, most likely due to applying horizontal flow conditions on a 

horizontal pressure inlet surface.  The test body is set as a stationary, viscous, non-adiabatic wall, 

with a constant temperature of 311 K.  This temperature is taken from the local freestream 

conditions table found in Reference 7.  The axis, seen in Figure 5, is the location of the rotational 

axis for the geometry.  This is simply set to axis in FLUENT with no further inputs needed. 

 

2.4.5 Solution Methods 

An implicit method is more efficient in cases when the time step can be increased beyond the 

explicit method, because the time scales of the main flow perturbations are large.  This allows for 

larger time steps to be solved and still give an accurate solution.  The simulation is selected to 

run implicitly.   

The Advection Upstream Splitting Method (AUSM) is chosen as the numerical flux 

function.  It has many beneficial features such as providing exact resolution of the shock 

discontinuities and is also free of oscillations at stationary and moving shocks [8]. 

For the spatial discretization, the gradients are evaluated using least squares cell-based 

method.  This method is computationally less expensive than node-based gradient methods [8].  

2
nd

 Order Upwind is chosen for all other spatial discretization terms.  3
rd

 Order MUSCL is not 
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used, because it does not contain a flux-limiter, and therefore can produce undershooting and 

overshooting when shock waves are present [8]. 

 

2.4.6 Monitors 

The numerical convergence criteria for continuity, velocity, energy, and the turbulence residuals 

are set to 1e-6.  Besides the residual monitors, it is important to monitor other numerical values to 

assure the solution has converged.  Drag, static pressure, and heat flux along the test body are 

monitored to guarantee that these values have settled and stopped fluctuating. 

 

2.4.7 Run Calculation 

The solution is initialized from the inlet conditions.  Calculations ran for approximately 40,000 

iterations when residuals converged and monitored variables settled.  For convergence of the 

Navier-Stokes partial differential equations, the Courant-Friedrichs-Lewy (CFL) condition is a 

necessary condition for numerical stability.  The CFL condition imposes an upper bound on the 

numerical time step called the Courant number.  Even though the density-based implicit 

formulation is unconditionally stable, nonlinearities in the conservation equations can often limit 

stability [10].  Typically, the simulations initially run with a low Courant number.  If residuals are 

steady but not decreasing quickly, then the Courant number is enlarged to increase the time step 

to help minimize run times.  Courant numbers for this grid and simulation setup ranged from 1 to 

20. 

After one turbulence model is converged, a simulation is setup to run with another 

turbulence model using all previous data.  Therefore, the simulation is not initialized again and is 

allowed to continue from the previous solution.  This allows a solution to continue from a 

developed flow field and helps minimize run time.  Results for this validation test case will be 

described in section 5.1. 
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CHAPTER 3 

SPECIES TRANSPORT SETUP 

 

3.1 Experimental Case 

A technical paper by Holden et al. presented January of 1997 records the experimental case 

study of real gas effects in non-equilibrium flow [12].  The tests were performed at the LENS 

hypervelocity shock tunnel at Calspan-University of Buffalo Research Center (CUBRC).   

The shock tunnel is capable of running at velocities of 3,000 to 4,500 m/s, with pressure 

reservoir conditions up to 70 MPa.  Total enthalpy values for this experimental case ranged 

between 5 and 10 MJ/kg, with reservoir pressures ranging 27 to 50 MPa.  The experiments were 

designed to test nitrogen and air for separate and combined effects of vibrational and chemical 

non-equilibrium.     

The test body is a blunt cone with a flare, and is described in detail in the following 

section.  The non-equilibrium phenomena can be examined as the flow expands around the nose, 

relaxes along the 15 degree cone, and recompresses over the flare where boundary layer 

separation occurs.  Pressure and heat transfer distribution across the entire test body was 

measured for each run.  The test body was highly instrumented and more detail can be found in 

Reference 12.   

Several runs were performed, with variance in the shock Mach number, reservoir 

pressure, and total temperature.  Only runs 59 and 63 were chosen for this validation case.  Runs 

59 and 63 exhibit similar test conditions, but with nitrogen and air as the prominent fluids, 

respectively.  This allows for monitoring the separate and combined effects of vibrational and 

chemical non-equilibrium and analysis of nitrogen and air. 

 

3.2 Blunt Cone Flare Model 

The test body, found in Figure 6, is a blunt cone flare and was designed in geometry and size to 

provide a relatively simple flow field environment, while still exhibiting vibrational and chemical 

non-equilibrium in the developed flow.  Geometries such as spheres and blunt bodies are known 
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to create vibrational and chemical non-equilibrium effects [1].  The test body is just over 3.5 feet 

with a cone half angle of 15 degrees, and flare half angle of 30 degrees.  The size was chosen to 

allow time for the flow to vibrationally and chemically relax along the cone. 

Surface pressure and heat transfer measurements were taken across the entire test 

body.  Experimental pressure and heat transfer measurements show a small separation region at 

the cone/flare junction.  Flow is known to be laminar in this region because the heat transfer 

decreases [12].  Also, from observation of the heating distribution, the flow is assumed to stay 

laminar at the reattachment location. 

 

 

3.3 Blunt Cone Flare Grid 

The discretized computational domain is created in ICEM CFD.  The grid was created with the 

fact that the simulation will be ran using the axisymmetric Navier-Stokes equations.  Therefore, a 

two-dimensional geometry is created, with an axis defined at the radial center of the test body.  

This allows for a minimal amount of grid points to be computed in order to decrease simulation 

run times while including the relieving effects of the three dimensional geometry.   

 
Fig. 6: Blunt Cone Flare Test Body [13] 
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Coarse grids were initially ran, and then increased in cell count until the solution was 

unaffected by the grid.  Refer to Figure 7 for the grid used to obtain the grid-independent solution.  

It is important to note that only 1 in 4 grid lines are displayed along the axis and test body.  A C-

grid made up of quadrilaterals is used to define the domain to minimize cell skewness.  The 

number of cells across the test body surface is 520.  The total cell count is 77,250.  This 

simulation is not interested in the boundary layer resolution, but small cell sizes near the test 

body surface are important to accurately capture chemical reactions.  The grid needs to be small 

enough to properly resolve spatial variation or species reactions may be overpredicted.  Cell 

dimensions in the direction of the flow are on the order of 1e-3 meters, and lengths normal to the 

test body are on the order of 1e-4 meters. 

 

3.4 Simulation Setup 

The simulation is setup and ran in FLUENT 13.0.  The setup and reasoning behind each selection 

will be described in detail and in the order found in FLUENT for ease of recreation for future 

hypersonic simulations. 

 

 
Fig. 7: Blunt Cone Flare Grid 



  22 

3.4.1 General 

The Density-Based solver is chosen.  In compressible flow, pressure is a function of both density 

and temperature and this solver determines the pressure by the equation of state.  The Density-

Based solver was originally created for high-speed compressible flows, and therefore, this solver 

was chosen.  As mentioned by Anderson in Reference 1, for non-equilibrium vibrational and 

chemically reacting flows, the coupled fluid dynamics and chemical aspects will subsequently 

evolve to a steady state flow.  Species chemical reactions are a time-dependent problem, so 

therefore a solver is needed that advances in time.  The Density-Based solver is discretized in 

both time and space for both the steady or transient option.  A steady solver was chosen since it 

is assumed that the solution is marched forward in time until a steady-state solution is reached 

and the exact time of the flow is not important.  The grid is built for the Navier-Stokes 

axisymmetric solver and therefore axisymmetric is chosen. 

 

3.4.2 Models 

The Energy model is chosen because it correctly couples the velocity with the static temperature 

for compressible flow.  FLUENT requires the energy equation to be solved if the ideal gas law is 

incorporated.  

Reference 12 observed that the flow is laminar throughout the test body during the 

experiment.  Boundary layer separation at the flare was also observed.  The laminar Navier-

Stokes equations are able to model boundary layer separation and therefore the laminar viscous 

model is selected.  Laminar models include molecular diffusion, such as viscosity, but do not 

contain the eddy viscosity term found in turbulence models [8]. 

For runs 59 and 63, species transport is modeled for their respective fluids.  The reaction 

type is set to volumetric, which specifies that reactions are occurring in the bulk phase of the flow.  

Laminar finite-rate is the selected reaction model.  The reaction rates for the chemical source 

terms are determined by Arrhenius kinetic expressions that ignore the effects of turbulent 

fluctuations [8].  



  23 

The conservation equation for chemical species is defined as Equation 17.    is the net 

rate of production of species   by chemical reaction, and is defined as Equation 18.   ̂    is the 

Arrhenius molar rate of creation/destruction, which is a function of the Arrhenius rate constant   .  

The Arrhenius rate constant will be described in detail in the following section. 

 

  
(   )    (  ⃗  )      ⃗        (17) 

       ∑  ̂   
  
    (18) 

3.4.3 Materials 

Run 59 

The species for run 59 are molecular nitrogen (N2) and atomic nitrogen (N), where molecular 

nitrogen makes up the majority of the fluid.  A mixture template for molecular and atomic nitrogen 

is created.  Equation 19 is used to model the dissociation reactions.  No dissociation is expected, 

but this reaction is modeled for confirmation.  

It has been shown that at low pressures and high temperatures, the ideal gas equation 

deviates insignificantly from experimental data [8].  The ideal gas equation, defined as Equation 

8, is chosen for calculation of density.  The ideal gas law is considered an appropriate 

thermodynamic relation when Equation 9 or Equations 10 and 11 are satisfied [9], where    and 

   correspond to the critical pressure and temperature of that specific gas.  A valid assumption is 

to assume run 59 is pure molecular nitrogen, for validation of using the ideal gas model in the 

simulation.  The critical pressure and temperature for molecular nitrogen is 3,395,800 Pa and 

126.2 K, respectively.   

 

Run 63 

The species for run 63 are molecular nitrogen (N2), atomic nitrogen (N), molecular oxygen (O2), 

atomic oxygen (O), and nitrogen oxide (NO).  Neglecting ionization process, dissociation and 

shuffling reactions can be described by the 5-species air model [14].  This model includes the 

most prominent species for this validation test case, and is composed of N2, N, O2, O, and NO.   
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A mixture template for molecular nitrogen, atomic nitrogen, molecular oxygen, atomic 

oxygen, and nitrogen oxide is created.  5 dissociation and shuffle reactions are modeled.  

Equations 19-21 are the dissociation reactions.    corresponds to the third-body efficiencies for 

each species.  Equations 22 and 23 are the shuffle reactions.   

                 (19) 

                   (20) 

                    (21) 

              (22) 

              (23) 

For validation of using the ideal gas model, run 63 is assumed to be composed of pure 

air.  The critical pressure and temperature for air is 3,771,400 Pa and 132.7 K, respectively. 

 

Run 59 and 63 

The specific heat of each separate species is calculated using a species-dependent, piecewise-

polynomial function, defined as Equation 12. The function constants are given by Gordon and 

McBride and are found in Appendix A in Tables 18 and 19.  The thermal conductivity and 

dynamic viscosity of each separate species are calculated using kinetic theory.  Kinetic theory is 

a method to describe macroscopic properties of gas and fluids by considering the composition 

and motion of the fluid.  By defining the Lennard-Jones constants for each species, interactions 

between atoms and molecules are approximated and gas properties such as thermal conductivity 

and dynamic viscosity are defined.  Consult Reference 1 for an in-depth description of kinetic 

theory.  The Lennard-jones constants for each species are found in Appendix A in Table 20.  The 

constants for molecular nitrogen, molecular oxygen, and atomic oxygen are automatically defined 

from FLUENT’s internal database, while atomic nitrogen and nitrogen oxide constants are defined 

from Reference 1.  Standard state enthalpy (also known as heat of formation), standard state 

entropy, and the reference temperature at which these are defined are required inputs for each 



  25 

species when solving a reacting flow.  FLUENT has a built in database that automatically enters 

these values for each selected species. 

The Arrhenius equation is a function to solve for the rate constant,   , dependent on 

vibrational and chemical non-equilibrium temperatures and is defined by Equation 24.     is the 

pre-exponential factor,   is the temperature,   is the temperature exponent,    is the reaction 

activation energy and   is the universal gas constant.   

      
         (24) 

The net effect of third bodies,  , on the reaction rate has a proportional effect on the molar rate of 

creation/destruction of a species in a specified reaction, and can be describe by Equation 25 [8].  

  is the third-body efficiency of species   in reaction  , and   is the molar concentration. 

  ∑       
 
  (25) 

The Park model of Arrhenius reaction rates and third body efficiencies for each reaction is 

displayed in Appendix A in Table 21.  The Park model is a two-temperature model that provides 

accurate results due it modeling of translational and vibrational energy modes.  Specifically for 

the Park model, the temperature in Equation 24 is the translational temperature for the shuffle 

reactions or the geometric average between the translational and vibrational temperature for the 

dissociation reactions.  This model was established by Park in 1988 and more detail can be found 

in Reference 15, with the reaction rates coming from Reference 16.  Unfortunately, FLUENT’s 

default solver only allows for the temperature solved from the energy equation to be used for the 

reaction rates.  This temperature accounts for translational, rotational, and vibrational energy 

since it is defined from the internal energy of the flow.  It is also important to note that FLUENT 

does not have a built in vibrational non-equilibrium solve.  Since only the static temperature is 

able to be defined for the reaction rates, the two-temperature model becomes a one-temperature 

model whose modeling is restricted to vibrational equilibrium and chemical non-equilibrium.  

Therefore, simulations are run with the assumption of vibrational equilibrium.  For both runs, the 

stoichiometric and rate exponent for each species of each reaction is one.  All reactions are 

selected to include backward reaction. 
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For the mixture template, density is solved using the ideal gas equation, specific heat is 

solved using mixing-law, thermal conductivity and dynamic viscosity are solved using ideal-gas-

mixing-law, and mass diffusivity is solved using kinetic theory.  Mixing-law allows for the 

properties of the mixture to be determined by solving for the mass and individual gas constant in 

terms of all species within the mixture.  The mixing-law mass is the summation of   species, and 

the mixing-law individual gas constant is computing using Equation 26.  For the test body, the 

material properties are set to aluminum.  Default values are used. 

         (                 ) (           ) (26) 

 

3.4.4 Boundary Conditions 

Refer to Figure 8 for a description of the boundary conditions set for this grid.  Pressure inlet and 

pressure outlet are chosen for flow boundaries because total pressure, static pressure, and total 

temperature are given in Reference 12. 

The operating pressure is the absolute pressure at a point in the flow where the gauge 

pressure is defined to be zero, and can be typically referred to as the atmospheric pressure.  

Under operating condition, the operating pressure is set to 0 Pa.  Therefore, the inlet pressure 

directly matches given shock tunnel pressure data. 

Reference 12 defines experimental total and static freestream values.  FLUENT 

calculates freestream values from total pressure, static pressure, and total temperature using 

 
Fig. 8: Blunt Cone Flare Boundary Conditions 
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   9.999e-1 

  8.107e-5 

Table 3: Run 59 Mole Fraction Inlet Boundary Conditions 

 

isentropic relations.  It is important to state that the direction of the inlet flow was set to a 

directional vector of 1 for the axial-component and 0 for the radial-component for horizontal flow 

across the curved inlet boundary.  

The test body is set as a stationary, viscous, non-adiabatic wall, with a constant 

temperature of 295 K.  This temperature is taken from the experimental test conditions of 

Reference 12. The outlet conditions are identical to the inlet conditions.  Outlet conditions do not 

matter, because for locally supersonic flow, the pressure is extrapolated from the upstream 

conditions.  Backflow conditions, such total temperature and species mass fractions, are applied 

only if reverse flow exists at the outlet conditions [10].  The axis, seen in Figure 8, is the location 

of the rotational axis for the geometry.  This is simply set to axis in FLUENT with no further inputs 

needed. 

 

Run 59 

Inlet flow conditions are found in Tables 2 and inlet mole fractions found in Table 3.  A non-

catalytic is simulated for run 59, due to the fact that no dissociation of nitrogen is expected. 

 

 Experimental CFD 

   5.2e7 [Pa] 5.2e7 [Pa] 

   4577 [K] 4577 [K] 

   461 [Pa] 461 [Pa] 

   242 [K] 246 [K] 

   0.0064 [kg/m
3
] 0.0063 [kg/m

3
] 

   3296 [m/s] 3310 [m/s] 

Table 2: Run 59 Experimental Versus CFD Blunt Cone Flare Inlet Boundary Conditions 
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   7.337e-01 

  1.135e-40 

   1.625e-01 

  5.408e-04 

   9.385e-2 

Table 5: Run 63 Mole Fraction Inlet Boundary Conditions 

 

Run 63 

Inlet flow conditions are found in Tables 4 and inlet mole fractions found in Table 5.  It is 

important to note that argon was present in the experimental test of run 63, but has been ignored 

for this simulation since the 5-species model is being used.  Argon has an insignificant effect at 

these temperatures, and it is common for this species to be neglected [17].  The mole fraction 

that argon occupied was added onto the mole fraction of molecular nitrogen. 

The species concentration at the wall is set to a non-catalytic and fully catalytic wall for 

separate simulations for run 63 to see if noticeable effects are present.  This is by done by setting 

the species boundary condition to a zero diffusive flux for all species for the non-catalytic wall and 

mass fractions equal to freestream conditions for the fully catalytic wall.   

3.4.5 Solution Methods 

As stated by Warnatz et al., explicit methods are not able to overcome stiffness in the species 

transport coupled with Navier-Stokes equations, and time-consuming implicit integration has to be 

used [14]. 

 Experimental CFD 

   5.1e7 [Pa] 5.1e7 [Pa] 

   4020 [K] 4020 [K] 

   460 [Pa] 460 [Pa] 

   226 [K] 217 [K] 

   0.0071 [kg/m
3
] 0.0074 [kg/m

3
] 

   3113 [m/s] 3059 [m/s] 

Table 4: Run 63 Experimental Versus CFD Blunt Cone Flare Inlet Boundary Conditions 

 



  29 

The Advection Upstream Splitting Method (AUSM) is chosen as the numerical flux 

function.  It has many beneficial features such as providing exact resolution of the shock 

discontinuities and is free of oscillations at stationary and moving shocks [8]. 

For the spatial discretization, the gradients are evaluated using least squares cell-based 

method.  This method is computationally less expensive than node-based gradient methods [8].  

2
nd

 Order Upwind is chosen for all other spatial discretization terms.  3
rd

 Order MUSCL is not 

used because it does not contain a flux-limiter, and can produce undershooting and overshooting 

when shock waves are present [8]. 

 

3.4.6 Monitors 

The numerical convergence criteria for continuity, velocity, energy, and the species residuals are 

set to 1e-6.  Besides the residual monitors, it is important to monitor other numerical values to 

assure the solution has converged.  Static pressure and heat flux along the test body were 

monitored to guarantee that these values have settled and stopped fluctuating. 

 

3.4.7 Run Calculation 

The solution is initialized from the inlet conditions.  Calculations ran for approximately 40,000 

iterations when residuals reached their minimum and monitored variables settled.  For 

convergence of the Navier-Stokes partial differential equations, the Courant-Friedrichs-Lewy 

(CFL) condition is a necessary condition for numerical stability.  The CFL condition imposes an 

upper bound on the numerical time step called the Courant number.  Even though the density-

based implicit formulation is unconditionally stable, nonlinearities in the conservation equations 

can often limit stability [10].  Typically, the simulations initially run with a low Courant number.  If 

residuals are steady but not dropping quickly, then the Courant number is enlarged to increase 

the time step upper limit.  This helps minimize run times.  Courant numbers for this grid and 

simulation setup ranged from 0.05 to 1. 

Simulations of runs 59 and 63 began with the modeling of the species transport, but with 

no volumetric reactions.  Anderson suggests running the solver without reactions until flow field 
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has been established [1].  Once the main flow field has been established, reactions can be turned 

on to solve for the reaction rates.  Without using this approach, the solver has a difficult time 

converging towards a solution.  Results for this validation test case will be discussed in section 

5.2. 
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CHAPTER 4 

HYPERSONIC INLET SETUP 

 

4.1 Parametric Computational Case 

The purpose of the hypersonic scramjet inlet is to decrease the flow velocity to a slower 

supersonic velocity in order to compress and heat flow before the combustor.  From the frame of 

reference of the hypersonic vehicle, the high speed flow represents kinetic energy.  By 

decreasing the velocity of the flow, the kinetic energy decreases.  Conservation of energy 

requires that any absent kinetic energy reemerges as internal energy.  This causes pressure, 

temperature, and density of the flow to increase significantly before entering the combustion 

chamber.  At supersonic speeds, deceleration of the velocity can be performed using various 

methods, such as passing the flow through a series of shockwaves.  

A generic scramjet inlet will be used as the test body.  The inlet will be composed of a 

sharp biconical cone and a horizontal cowl to capture the incoming flow for the combustion 

chamber.  A detailed description of the model is found in the following section. 

A parametric study will be performed on cowl leading edge position in a scramjet inlet for 

compressor performance.  For different freestream Mach numbers, the cowl leading edge will be 

adjusted at various positions on the x-axis to capture the most compressed flow possible.  

Following that analysis will be an inlet performance study at two different Reynolds numbers to 

compare boundary layer separation and shock/boundary layer interactions for different degrees of 

viscous effects.  It is important that shock strengths, shock/shock interaction and shock/boundary 

layer interactions of turbulent flow on inlet performance must not be ignored.  It is common for 

scramjet inlets to be studied, analyzed and optimized assuming complete laminar flow or inviscid 

flow.  This gives a general idea of flow characteristics and performance, but ignores important 

turbulent influences.  Accounting for turbulence flow characteristics in scramjet inlets at 

hypersonic speeds can have a big influence on compressor performance.  Therefore, these 

parametric studies will incorporate turbulence modeling.  Lastly, an inlet performance study 

comparing chemically reacting flow at high Mach numbers will be performed.  It is common for 
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scramjet inlet studies to not incorporate chemical reactions since such phenomena have a 

negligible effect on pressure [1].  At hypersonic velocities, total temperature is high and viscous 

boundary layers slow down the air to the point that dissociation can occur.  Dissociation of 

molecular oxygen, an oxidizer for combustion, can have a profound effect on combustion 

characteristics if exact fluid composition is not known.  Hence, modeling chemically reacting inlets 

for high energy flows is a necessity.  Details of such parametric variations will be explained in 

detail in this chapter. 

Scramjets become more advantageous than ramjets beyond Mach 6, due to being able 

to keep fluid pressures and temperatures at moderate levels for the benefit of structural design 

and combustion conditions.  Also, the robust design of a scramjet over a range of operating 

conditions is of critical importance for successful and efficient operation.  Therefore, a range of 

freestream Mach numbers from Mach 6 to 20 is chosen for the parametric studies.  It is known 

that, for a hypersonic vehicle, a constant dynamic pressure climb/descent is an optimal trajectory 

profile.  For a constant dynamic pressure trajectory, it can be proved that the majority of 

trajectories will take place in the stratosphere between 10 and 50 kilometers [18].  Altitude within 

this range is chosen for the CFD simulations.  All test conditions are chosen to simulate 

conditions encountered by a hypersonic vehicle.   

4.2 Hypersonic Inlet Model 

The hypersonic inlet model consists of a sharp biconical cone and cowl, as represented in Figure 

9.  The biconical cone creates two shocks at supersonic velocities, and the cowl captures this 

compressed air.  Through a series of shocks, entropy can be minimized by having shocks with 

equal pressure ratios [19].  Also, previous research indicates that little reduction in entropy occurs 

for a supersonic ramp with more than 2 shocks [20]. In order to have an efficient scramjet 

geometry with low geometric complexity, a two shock intake with equal pressure ratios is used for 

the conical surface.  The pressure ratios across these shocks are approximately 5.6.  Initially, the 

oblique shock equations for a wedge were used to analytically calculate the shock angles as an 

initial geometric shape for the axisymmetric model.  However, axisymmetric oblique shocks have 

a three-dimensional relieving effect that create oblique shocks with smaller shock angles then 
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wedge oblique shocks.  Therefore, manual iteration of different deflection angles for the second 

conical flare was performed in FLUENT until pressure ratios across both shocks were equal. 

The cowl is detached from the conical surface and is located immediately past the shock 

formations to capture the compressed air from the shockwaves.  The scramjet inlet is designed 

for Mach 10.  This implies that the cowl leading edge comes into contact at the intersection of 

both surface-induced shocks at a freestream speed of Mach 10 to maximize intake of 

compressed air.  Since the performance and efficiency of a scramjet engine over a range of 

operating conditions is of critical importance, geometric variation in the scramjet is a common 

approach for engine design.  This scramjet model will consider a variable length cowl.  The height 

of the cowl is constant, and only the leading edge of the cowl is moved upstream to intersect with 

the shock wave depending on freestream conditions.  This indicates that the intake aft of the 

conical surface is of constant length, and that inlet performance values are taken at the throat.  

Refer to Figure 10 for a view of the inlet’s geometric variation.  For cowl lengths dependent on 

freestream Mach number, refer to Table 6.  These leading edge cowl locations are determined by 

running a grid in FLUENT with no cowl, and recording the x-coordinate location right behind the 

second shock.  Y-coordinates are constant and taken from the intersection location of the first two 

shocks at Mach 10.  

 
Fig. 9: Scramjet Inlet Model 
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4.3 Hypersonic Inlet Grid 

The scramjet inlet in Chapter 4 uses procedures learned from the validation cases in Chapter 2 

and 3.  In order to keep the simulations consistent, the scramjet inlet is modeled with 

axisymmetric geometry.  A two-dimensional geometry is created, with an axis defined at the radial 

center of the test body.  This allows for a minimal amount of grid points to be computed in order 

to decrease simulation run times while including the relieving effects of the three dimensional 

geometry.  The discretized computational domain is created in ICEM CFD. 

Coarse grids were initially ran, and then increased in cell counts until the solution was 

unaffected by the grid.  Refer to Figure 11 for the grid used to obtain the grid-independent 

solutions.  It is important to note that only 1 in 4 grid lines are displayed along the axis and test 

body.  The grid is formed completely from quadrilaterals.  Biasing was applied toward the conical 

and cowl surface in order for proper resolution of the boundary layer.  Using equations 1-4, a first 

layer thickness of 1.5e-5 is set to give a      at these surfaces.  Boundary layer inflation was 

also found on the upper pressure far-field boundaries in order to minimize cell skewness and 

maximize cell orthogonality near the cowl leading edge.  High concentration of cells is also found 

 
Fig. 10: Geometric Variation of Cowl 

  Cowl Length [cm] 

   94.6 

  95.5 

  96.8 

  98.3 

  100.0 

Table 6: Mach-dependent Cowl Lengths 
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within the inlet channel for proper resolution of the shock/boundary layer interactions and 

dissociation.  The number of cells across the conical surface and cowl is 590 and 120, 

respectively.  Cell lengths in the x-direction near the cowl were slightly smaller than 1 cm.  Cell 

size study down to 0.1 cm near the cowl confirmed that there was smaller than a 1% deviation in 

cowl throat mass flow rate, Mach number, pressure, and temperature between finer grids and the 

grid used.  The total cell count is 64,000.  Regardless of the cowl position, every variation of the 

model has the same spatial discretization. 

The Reynolds number study and chemical reactions study both use the grid where the 

cowl is at design point for Mach 10. 

 

4.4 Simulation Setup 

All simulations are setup and ran in FLUENT 13.0.  The three main parametric studies are 

variable cowl study, Reynolds number study, and no chemical reactions versus non-equilibrium 

chemical reactions study.  The setup and reasoning behind each selection for each parametric 

study will be described in detail and in the order found in FLUENT for ease of recreation for future 

hypersonic simulations. 

 

4.4.1 General 

In compressible flow, pressure is a function of both density and temperature and the density-

based solver determines the pressure by the equation of state.  The Density-Based solver was 

originally created for high-speed compressible flows, and therefore, this solver was chosen.  The 

 
Fig. 11: Scramjet Inlet Grid 
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steady solver was chosen because the phenomena we are observing are not important in terms 

of time-accurate solutions.  The variable cowl inlet and Reynolds number studies are steady flows 

while the chemical reaction study is time dependent.  Either way, it is important to note that the 

density-based solver is discretized in time for both steady and unsteady calculations [8], and 

therefore the steady solver is useful for all studies.  The grid is built for the Navier-Stokes 

axisymmetric solver and therefore axisymmetric is chosen. 

 

4.4.2 Models 

The Energy model is chosen for all the studies because it correctly couples the velocity with the 

static temperature for compressible flow.  FLUENT requires the energy equation to be solved if 

the ideal gas law is incorporated, which will be discussed in the following section.   

 

Variable Cowl and Reynolds Number Study 

As seen in Chapter 5 results of the viscous validation case, the  -  -  model slightly 

outperformed the Transition SST model when compared to experimental data.  However, the 

transition location was known for this case, unlike the case found in Chapter 4.  As a result, the 

Transition SST turbulence model is chosen due to the fact that this model estimates transition 

location.  Either way, the transition location should have a negligible effect on the throat 

conditions since past the second shock the flow will be completely turbulent. 

The four-equation Transition SST model computes turbulent viscosity as a function of 

turbulent kinetic energy,  , specific dissipation rate,  , intermittency,  , and the momentum-

thickness Reynolds number.  It is used to predict boundary layer transition from laminar to 

turbulent regime, which is expected to occur on the vehicle conical surface.  The transition onset 

criterion is in terms of the momentum-thickness Reynolds number, which is automatically defined 

within the model itself or through a user defined function for explicit transition fine tuning.  For 

accurate estimation of laminar to turbulent transition, the mesh must have a      [8]. 

The inviscid Navier-Stokes equations (Euler equations) are often implemented in 

hypersonic scramjet inlet design due to the fact that viscous forces are small in comparison to 
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inertial forces.  This is a valid assumption for scramjet inlets, except for near the boundary layer 

where viscosity plays a significant role.  Due to the numerous shock-shock interactions, 

shock/boundary layer interactions, and boundary layer separation expected at the cowl, 

simulations in this chapter are never ran assuming inviscid flow. 

 

Chemical Reactions Study 

Even though there are large turbulent effects at the scramjet inlet past the cowl, the laminar 

Navier-Stokes equations are used to model the chemical reactions.  The Laminar model includes 

viscosity, but does not contain the eddy viscosity term found in the turbulence models.  Therefore, 

the only difference expected between laminar and turbulence model is in the boundary layer 

development.  Therefore, a laminar chemically reacting simulation is performed.  The laminar 

model is chosen because it was implemented previously in Chapter 3 and decreases run time of 

simulation versus turbulence models, while still exhibiting viscosity effects. 

Species transport is modeled for the 5-species air model.  The reaction type is set to 

volumetric, which specifies that reactions are occurring in the bulk phase of the flow.  Laminar 

finite-rate is the selected reaction model.  The reaction rates for the chemical source terms are 

determined by Arrhenius kinetic expressions that ignore the effects of turbulent fluctuations [8].  

The conservation equation for chemical species is defined as Equation 17.    is the net rate of 

production of species   by chemical reaction, and is defined as Equation 18.   ̂    is the Arrhenius 

molar rate of creation/destruction, which is a function of the Arrhenius rate constant  .  The 

Arrhenius rate constant will be described in detail in the following section.  Further details of this 

chemistry model can be found in Reference 8. 

 

4.4.3 Materials 

Variable Cowl and Reynolds Number Study 

Under the fluid properties, air is chosen as the fluid.  The ideal gas equation of state, defined as 

Equation 8, is chosen for the calculation of density,  .  As mentioned in Chapter 2, the ideal gas 



  38 

law is considered an appropriate thermodynamic relation when Equation 9 or Equations 10 and 

11 are satisfied [10]. 

The specific heat is calculated as a function of temperature, classifying the fluid as a 

thermally perfect gas.  It is calculated using a piecewise-polynomial function originally given by 

Gordon and McBride, with the constants for this function found in Appendix A in Table 15.  

Equation 12 defines the piecewise-polynomial function used.  The thermal conductivity and 

dynamic viscosity are calculated using kinetic theory.  In order to define particle interaction 

constants, the Lennard-Jones parameters for air are found in the Appendix in Table 20. 

For any solids such as the cowl and test body, the material properties are set to 

aluminum.  Default values are used. 

 

Chemical Reactions Study 

The chemical reaction setup is identical to that of Chapter 3.  The species for this simulation are 

molecular nitrogen (N2), atomic nitrogen (N), molecular oxygen (O2), atomic oxygen (O), and 

nitrogen oxide (NO).  Neglecting ionization process, dissociation and shuffling reactions can be 

described by the 5-species air model [14].  This model includes the most prominent species of air.   

It has been shown that at low pressures and high temperatures, the ideal gas equation 

deviates insignificantly from experimental data [8].  The ideal gas equation, defined as Equation 

8, is chosen for calculation of density of the fluid.  The ideal gas law is considered an appropriate 

thermodynamic relation when Equation 9 or Equations 10 and 11 are satisfied [9], where    and 

   correspond to the critical pressure and temperature of that specific gas.  The critical pressure 

and temperature for air is 3,771,400 Pa and 132.7 K, respectively. 

The properties of each separate species are entered.  The specific heat of each separate 

species is calculated using a species-dependent, piecewise-polynomial function, defined as 

Equation 12. The function constants are given by Gordon and McBride and are found in Appendix 

A in Tables 18 and 19.  The thermal conductivity and dynamic viscosity of each separate species 

are calculated using kinetic theory.  Kinetic theory is a method to describe macroscopic properties 

of gas and fluids by considering the composition and motion of the fluid.  By defining the Lennard-
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Jones constants for each species, interactions between atoms and molecules are approximated 

and gas properties such as thermal conductivity and dynamic viscosity are defined.  Consult 

Reference 1 for an in-depth description of kinetic theory.  The Lennard-jones constants for each 

species are found in Appendix A in Table 20.  The constants for molecular nitrogen, molecular 

oxygen, and atomic oxygen are automatically defined from FLUENT’s internal database, while 

atomic nitrogen and nitrogen oxide constants are defined from Reference 1.  Standard state 

enthalpy (also known as heat of formation), standard state entropy, and the reference 

temperature at which these are defined are required inputs for each species when solving a 

reacting flow.  FLUENT has a built in particle database that automatically enters these values for 

each selected species. 

Once the properties of each separate species are setup, a mixture template of these 

species and their reactions is setup in FLUENT.  5 dissociation and shuffle reactions are 

modeled.  Equations 19-21 are the dissociation reactions.    corresponds to the third-body 

efficiencies for each species.  Equations 22 and 23 are the shuffle reactions.   

The Arrhenius equation is a function to solve for the rate constant,  , dependent on 

vibrational and chemical non-equilibrium temperatures and is defined by Equation 24.     is the 

pre-exponential factor,   is the temperature,   is the temperature exponent,    is the reaction 

activation energy and   is the universal gas constant.   

The net effect of third bodies,  , on the reaction rate has a proportional effect on the 

molar rate of creation/destruction of a species in a specified reaction, and can be described by 

Equation 25 [8].    is the third-body efficiency of species   in reaction  , and   is the molar 

concentration. 

The Park model of Arrhenius reaction rates and third body efficiencies for each reaction 

is displayed in Appendix A in Table 21.  The Park model is a two-temperature model that provides 

accurate results due to it modeling of translational and vibrational energy modes.  Specifically for 

the Park model, the temperature in Equation 24 is the translational temperature for the shuffle 

reactions or the geometric average between the translational and vibrational temperature for the 
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dissociation reactions.  This model was established by Park in 1988 and more detail can be found 

in Reference 15, with the reaction rates coming from Reference 16.  Unfortunately, FLUENT’s 

default solver only allows for the temperature solved from the energy equation to be used for the 

reaction rates.  This temperature accounts for translational, rotational, and vibrational energy 

since it is defined from the internal energy of the flow.  It is also important to note that FLUENT 

does not have a built-in vibrational non-equilibrium solve.  Since only the static temperature is 

able to be defined for the reaction rates, the two-temperature model becomes a one-temperature 

model whose modeling is restricted to vibrational equilibrium and chemical non-equilibrium.  

Therefore, simulations are run with the assumption of vibrational equilibrium.  For both runs, the 

stoichiometric and rate exponent for each species of each reaction is one.  All reactions are 

selected to include backward reaction. 

For the mixture template, density is solved using the ideal gas equation, specific heat is 

solved using mixing-law, thermal conductivity and dynamic viscosity are solved using ideal-gas-

mixing-law, and mass diffusivity is solved using kinetic theory.  Mixing-law allows for the 

properties of the mixture to be determined by solving for the mass and individual gas constant in 

terms of all species within the mixture.  The mixing-law mass is the summation of   species, and 

the mixing-law individual gas constant is computing using Equation 26.   

For the test body, the material properties are set to aluminum.  Default values are used. 

 

4.4.4 Boundary Conditions 

Refer to Figure 12 for a description of the boundary conditions set for this grid.  Pressure far-field 

is chosen as the freestream conditions away from the scramjet inlet geometry.  Velocity and 

speed of sound are calculated from within FLUENT using Reimann Invariants, from the inputs of 

gauge pressure, static temperature, and Mach number.  Refer to Equations 27 and 28 for the 

Reimann invariants of incoming and outgoing waves, where the subscript   refers to conditions 

being applied at infinity and the subscript   refers to conditions in the interior domain [10].     

      
 

   

   
 (27) 
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 (28) 

These two equations can be manipulated to give the normal velocity and speed of sound 

applied at the far-field boundary, found as Equations 29 and 30.   

   
 

 
(      ) (29) 

  
   

 
(      ) (30) 

Density is calculated from the ideal gas law.  The direction of the inlet flow was set to a directional 

vector of 1 for the axial-component and 0 for the radial-component for horizontal flow across the 

curved inlet boundary. 

The operating pressure is the absolute pressure at a point in the flow where the gauge 

pressure is defined to be zero.  Under operating condition, the operating pressure is set to 0 Pa.  

Therefore, the static gauge pressure includes atmospheric pressure. 

 

Variable Cowl Study 

Pressure far-field conditions for atmospheric and Mach-dependent values are found in Table 7 

and 8 for the variable cowl study.  These conditions correspond to an altitude of 40 km.  As stated 

in Chapter 2, the turbulent viscosity ratio,     , at freestream boundary conditions of most 

external flows is small and can be considered to be between           [10].  A turbulent 

viscosity ratio of 1 is used for all simulations.  The turbulence intensity,  , is defined as the ratio of 

the root-mean-square of the velocity fluctuations to the mean flow velocity.  Turbulence intensity 

of 1% is considered low, with 10% or higher being considered high.  Modern low-turbulence wind 

tunnels may have turbulence intensities as low as 0.05% [10]. A turbulence intensity of 1% was 

 
Fig. 12: Scramjet Inlet Boundary Conditions 
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used for all simulations.  The turbulent kinetic energy,   , is dependent on the turbulent viscosity 

ratio, turbulent intensity, as well as the velocity of freestream flow.  Therefore, the higher the 

Mach number, the larger the turbulent kinetic energy. 

As stated before, it does not matter what the outlet conditions are, because for locally 

supersonic flow the pressure is extrapolated from the upstream conditions.  Backflow conditions, 

such as turbulence inputs and total temperature, are applied only if reverse flow exists at the 

outlet conditions [10].  Backflow is not expected to occur for these simulations. 

The walls in the domain are the conical surface and cowl.  Both are set to a stationary, 

viscous and constant temperature wall.  This is set by setting the temperature to 300 K and 

applying no slip.  This setting allows for heat transfer to occur across the surface.  The axis, seen 

in Figure 12, is the location of the rotational axis for the geometry.  This is simply set to axis in 

FLUENT with no further inputs needed. 

 

Reynolds Number Study 

In order to vary the Reynolds number, the altitude is adjusted to primarily vary the density, even 

though viscosity is slightly affected by altitude.  Atmospheric conditions for these two conditions 

are taken from U.S. Standard Atmosphere properties.  Pressure far-field conditions for the two 

Reynolds number conditions are found in Table 8.  At an altitude of 30 km, the Reynolds number  

   287 [Pa] 

   250 [K] 

   0.00399 [kg/m
3
] 

   1.6e-5 [kg/m-s] 

   1900 [m/s] 2220 [m/s] 2540 [m/s] 2850 [m/s] 3170 [m/s] 

   5.7e5 [Pa] 1.7e6 [Pa] 4.8e6 [Pa] 1.3e7 [Pa] 3.7e7 [Pa] 

   1840 [K] 2310 [K] 2750 [K] 3100 [K] 3450 [K] 

   136 [m
2
/s

2
] 185 [m

2
/s

2
] 241 [m

2
/s

2
] 306 [m

2
/s

2
] 377 [m

2
/s

2
] 

  6 7 8 9 10 

Table 7: Scramjet Inlet Pressure Far-field Boundary Conditions for Variable Cowl Study 
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   .7680 

  0 

   .2320 

  0 

   0 

Table 10: Mass Fraction Boundary Conditions for Chemical Reactions Study 

 

is larger by approximately a factor of 5.  The same turbulence and wall inputs as the variable cowl 

study were used. 

 

Chemical Reactions Study 

The pressure far-field boundary conditions for the chemical reaction study are found in Tables 9 

and 10.  Molecular oxygen was set to the mass fraction found in air, and molecular nitrogen 

makes up the rest of the fluids composition.  The same wall inputs as the variable cowl study 

were used. 

 40 km 30 km 

    0.79e6/m 3.75e6/m 

   3.7e7 [Pa] 1.3e8 [Pa] 

   3450 [K] 3260 [K] 

   287 [Pa] 1197 [Pa] 

   250 [K] 227 [K] 

   0.00399 [kg/m
3
] 0.01841 [kg/m

3
] 

   3170 [m/s] 3020 [m/s] 

  10 10 

Table 8: Far-field Boundary Conditions for Reynolds Number Study 

 

   287 [Pa] 

   250 [K] 

   0.00399 [kg/m
3
] 

   4760 [m/s] 5560 [m/s] 6350 [m/s] 

   8.3e8 [Pa] 3.2e9 [Pa] 1.1e10 [Pa] 

   9000 [K] 12040 [K] 15550 [K] 

  15 17.5 20 

Table 9: Far-field Boundary Conditions for Chemical Reactions Study 
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4.4.5 Solution Methods 

An implicit method is more efficient in cases when the time step can be increased beyond the 

explicit method because the time scales of the main flow perturbations are large.  This allows for 

larger time steps to be solved and still give an accurate solution.  Therefore, the simulation is 

selected to run implicitly for all the studies.   

The Advection Upstream Splitting Method (AUSM) is chosen as the numerical flux 

function for all the studies.  It has many beneficial features such as providing exact resolution of 

the shock discontinuities and is free of oscillations at stationary and moving shocks [8]. 

For the spatial discretization, the gradients are evaluated using least squares cell-based 

method for all the studies.  This method is computationally less expensive than node-based 

gradient methods [8].  2
nd

 Order Upwind is chosen for all the studies for all other spatial 

discretization terms.  3
rd

 Order MUSCL is not used because it does not contain a flux-limiter, and 

therefore can produce undershooting and overshooting when shock waves are present [8]. 

 

4.4.6 Monitors 

The numerical convergence criteria for continuity, velocity, energy, and the turbulence residuals 

are set to 1e-6 for all studies.  It is important to monitor numerical values that are strongly 

influenced by the fluid interactions to assure the solution has converged.  At the throat of the 

intake, labeled in Figure 10, the mass flow rate, mass-weighted Mach number, area-weighted 

static pressure and mass-weighted static temperature were monitored to guarantee that these 

values have settled and stopped fluctuating.  This is applied to all studies. 

 

4.4.7 Run Calculation 

The solution is initialized from the pressure far-field conditions.  Calculations ran for 

approximately 15,000 iterations when residuals reached their minimum and test body monitors 

settled.  For convergence of the Navier-Stokes partial differential equations, the Courant-

Friedrichs-Lewy (CFL) condition is a necessary condition for numerical stability.  The CFL 

condition imposes an upper bound on the numerical time step called the Courant number.  Even 
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though the density-based implicit formulation is unconditionally stable, nonlinearities in the 

conservation equations can often limit stability [10].  Courant numbers for this grid and simulation 

setup was a maximum of 5 for the variable cowl and Reynolds number study and a maximum of 1 

for chemical reaction study.  Results for this parametric study will be discussed in section 5.3.  
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CHAPTER 5 

RESULTS AND DISCUSSION 

 

5.1 Viscous Interactions Validation 

The freestream conditions for the experimental and CFD simulation vary slightly from each other.  

As stated in Reference 7, the experimental tests had a freestream Mach number of 7.2 and a unit 

Reynolds number of 7e6 m
-1

.  The inlet values given in Table 1 define a freestream condition of 

Mach 7.16 and a unit Reynolds number of 6.3e6 m
-1

.  The difference in Mach number is due to 

the uncertainty in the total temperature.  The total temperature was noted to have an error of ±50 

K, which can cause a static temperature difference of over 4 K.  Even with this uncertainty, the 

difference in the Mach number from experimental was only 0.6% and had a negligible effect on 

the compressibility of the flow.  The difference in Reynolds number is due to the dynamic 

viscosity.  From data given in Reference 7, the dynamic viscosity is calculated to be 

approximately 5.4e-6 kg/m-s.  The dynamic viscosity given by Kadoya et al. [11] is 6e-6 kg/m-s.  

However, this viscosity is for pressures at 10,000 Pa, whereas the pressure for the experiment is 

below 700 Pa.  As pressure drops, so does dynamic viscosity and could make up for the 

difference found. This difference in viscosity will change unit Reynolds number freestream 

conditions used for the CFD simulation and could have an effect on the turbulence conditions at 

the boundary layer.  However, data for air properties at such low pressures were not found. 

To give a general idea of the flow characteristics around the cone-ogive flare test body, 

the pressure contour plot is found in Figure 13.  The formation of the attached shockwave at the 

leading edge of the cone is seen, as well as the thin-layer shock wave formed at the flare. 

Refer to Figure 14 for the dimensionless    versus x-coordinate across the test body.  

The    value stays below 1, which is a necessity for full boundary layer resolution using the 

turbulence models selected.  
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A brief parametric study of turbulence model inlet values is performed to recreate 

boundary layer profiles as close to experimental data as possible.  It is concluded that viscosity 

ratio has negligible effect on the boundary layer.  Viscosity ratios, ranging from 1 to 10, increased 

 
Fig 14: Value of y+ Across Cone-ogive Flare 
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Fig 13: Pressure Contour Plot around Cone-ogive Flare 
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quick enough to be fairly independent of inlet values by the time it reached the test body.  For the 

transitional models, the viscosity ratio increased by at least an order of 10 before the test body.  

The non-transitional turbulence models had lower viscosity ratios before the test body, but 

generally increased.  Large turbulent intensities beyond 5% at the inlet caused a large turbulent 

kinetic energy to develop early on the test body, and decreased boundary layer correlation with 

experimental results.  Therefore, a viscosity ratio of 1 and an intensity of 1% are used for inlet 

values.  This gave a turbulent kinetic energy of 255.6 m
2
/s

2 
at the inlet. 

The transitional models correlate most closely with experimental data versus the non-

transitional models.  Reference 7 states that the boundary layer transition is known to be 40 to 80 

cm downstream of the cone-ogive nose.  Boundary layer transition was monitored by observing 

the turbulent kinetic energy along the test body’s surface.  The Spalart-Allmaras model does not 

model turbulent kinetic energy.  The  -  and SST  -  model presented the onset of turbulent 

kinetic energy most prominently at the nose of the test body.  The Transition  -  -  presented the 

onset of turbulent kinetic energy 60 cm downstream of the nose of the test body.  The laminar 

kinetic energy is an input for this model, and is set to 1000 m
2
/s

2
.  It is observed that as laminar 

kinetic energy is increased, transition location is pushed downstream.  Even varying the laminar 

kinetic energy inlet value changed the boundary layer profiles very little.  For example, the 

laminar kinetic energy was set to 2000 m
2
/s

2
 and the transition location was at 80 cm, and the 

velocity and temperature profiles were virtually the same.  Refer to Figure 15 to see the onset of 

turbulent kinetic energy slightly downstream of the nose for the Transition  -  -  model.  The 

Transition SST model presented the onset of turbulent kinetic energy 85 cm from the nose of the 

test body.  The intermittency is a measure of the probability that a given point is located inside a 

turbulent region, and is defined as 0 upstream of transition.  

The upstream boundary layer profiles were plotted using the Spalart-Allmaras, Realizable 

 - , SST k-omega, Transition  -  - , and the Transition SST turbulence models.  Figures 16-20 

display the upstream boundary layer profiles of velocity, static temperature, total temperature, 



  49 

static pressure, and density.  All boundary layer experimental data are plotted with standard 

measurement error bars.   

In general, good correlation is found with non-transitional turbulence models for profiles 

of velocity, total temperature and pressure and excellent correlation for all profiles with the 

transitional models.  In Figure 16, the velocity profile develops more quickly with the transition 

turbulence models, and higher velocities are found closer to the surface compared to the non-

transitional models.  The temperature profile in Figure 17 displays similar results for the 

transitional turbulence models, where the temperature decreases more quickly as normal 

distance to the surface increases.  It is important to notice that the static temperature above the 

upstream boundary layer is approximately 10% larger than experimental conditions. However, 

temperatures do reach experimental values approximately 7 cm above the test body surface.  

Similarly, in Figure 20, the static density above the upstream boundary layer is lower than 

experimental data by approximately 20%.  Since density is calculated using the ideal gas 

equation, the disagreement is due to the difference in the temperature. 

 

 
Fig 15: Turbulent Kinetic Energy Contour Plot at Transition Location 
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Fig 16: Velocity Profile of Upstream Boundary Layer  
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Fig 17: Temperature Profile of Upstream Boundary Layer 

50 100 150 200 250 300 350 400 450
0

0.5

1

1.5

2

2.5

3

Temperature [K]

Y
 l
o
c
a
ti
o
n
 [

c
m

]

Upstream Boundary Layer

 

 

Spalart-Allmaras

Realizable k-

SST k-

Transition k-kl-

Transition SST

Experimental



  51 
 

 
Fig 18: Total Temperature Profile of Upstream Boundary Layer 
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Fig 19: Pressure Profile of Upstream Boundary Layer 
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It is concluded to concentrate on the transitional turbulence models for the boundary 

layer profiles on the flare due to their improved accuracy over the other turbulence models.  

Figures 21 and 22 present the boundary layer separation at the flare junction using the Transition 

 -  -  model and Transition SST model, respectively.  The boundary layer separation is thicker 

and travels farther upstream with the Transition SST model more than the Transition  -  -  

model.  Reattachment location is before station 1, at approximately s = 2 cm. 

Boundary layer profiles are taken at s = 5.5 cm (station 1), 10.3 cm (station 2), and 15.5 

cm (station 3).  Refer to Figures 23-27 for station 1 profiles.  Refer to Figures 28-32 for station 2 

profiles.  Refer to Figures 33-37 for station 3 profiles.   

 

 

 

 
Fig 20: Density Profile of Upstream Boundary Layer 
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At station 1, the boundary layer is approximately 0.7 cm thick according to both the 

experimental data and CFD simulation.  Using trigonometry, the shock angle is calculated to be 

7.4° for the Transition  -  -  model, 6.4° for the Transition SST model and 6.5° for the 

experimental data.  Excellent correlation is found with velocity, total temperature, and pressure 

profiles.  However, large discrepancies are found with the temperature profile near the surface, 

up to 200 K in difference at 0.05 cm from the surface.  The reason for the large temperature spike 

in the CFD simulation is because there is an increase in enthalpy downstream of where boundary   

 
Fig 21: Velocity Contour Plot of Boundary Layer Separation using Transition  -  -  Model 

 
Fig 22: Velocity Contour Plot of Boundary Layer Separation using Transition SST Model 
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layer separation occurs.  This increases the temperature at this location, and it is diffused by 

convection at the boundary layer along the flare.  Similarly to the upstream boundary profiles, the 

temperature above the boundary layer at a y location greater than 0.6 cm is slightly 

overestimated for the CFD simulations in comparison to the experimental data.  Since density is 

inversely proportional to temperature, the reversed correlation is found with the density profile. 

At station 2, similar correlation is found in comparison to station 1, with an improvement 

in the temperature profile.  The large temperature increase near the surface is seen by the 

experimental measurements.  The pressure within the boundary layer is slightly below 

experimental error bars.  

At station 3, velocity and total temperature are in excellent agreement with experimental 

data.  However, disagreement with the temperature spike near the surface is seen again.  One 

suggestion is the possibility for better resolution of experimental data near the surface.  As it is 

seen in station 1, 2, and 3, the temperature spike occurs extremely close to the surface.  Also the 

temperature spikes are fairly constant for all CFD simulations at approximately 450 K, whereas 

the spike is found largest at station 2 with experimental data.  Better resolution of experimental 

data near the surface will verify if it is an issue with the energy equation in the CFD solver or not.  

Simulations verify that the temperature increase across all stations is due to the boundary layer 

separation and an increase in turbulence.  It is interesting to observe the experimental data and 

notice that there is only a temperature increase at station 2.  It makes one wonder what could 

have caused that largest increase at that location during the experimental results, and if it is a 

measurement error or lack of data points near the surface.  Pressure is also observed to have the 

same discrepancy with experimental data compared to station 2.  Therefore, density is 

underrepresented due to the temperature spike and low pressure. 

The pressure and heat flux along the test body are found in Figures 38 and 39, 

respectively.  The increase in pressure agrees closely with experimental data.  However, as it 

was observed at stations 2 and 3, the pressure is below experimental data towards the 

downstream location of the flare.  Notice how experimental data shows a slight increase in 

pressure past the flare shock wave, while CFD simulations show a constant pressure.  The heat 
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flux across the test body agrees with experimental data for the Transition k-kl-omega model but 

has large discrepancies for the Transition SST model.  The Transition SST model underestimates 

the heat flux before the flare, and overestimates near station 1.  The heat flux at the test body for 

this flow is very sensitive to small changes in temperature, as the    between the wall 

temperature and fluid at the surface were within tenths of a Kelvin before the flare and a few 

Kelvin at station 1 for both models.  The discrepancy could simply be the difference in 

temperature diffusion across the boundary layer profile due to the turbulence models.  The 

Transition  -  -  model outperforms the Transition SST at all locations among the cone-ogive 

flare test body at the simulated conditions. 

As stated by Marvin and Coakley in Reference 5, modeling for hypersonic attached 

boundary layer flow is more mature than for other complex flows, due to substantial experimental 

data base.  Nonetheless, excellent correlation is found for the boundary layer profiles past shock 

waves and separation, with a few minor discrepancies that can be explained or further verified.  

 
Fig 23: Velocity Profile at Station 1 [s = 5.5 cm] 
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Fig 24: Temperature Profile at Station 1 [s = 5.5 cm] 
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Fig 25: Total Temperature Profile at Station 1 [s = 5.5 cm] 
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Fig 26: Pressure Profile at Station 1 [s = 5.5 cm] 
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Fig 27: Density Profile at Station 1 [s = 5.5 cm] 
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Fig 28: Velocity Profile at Station 2 [s = 10.3 cm] 
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Fig 29: Temperature Profile at Station 2 [s = 10.3 cm] 
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Fig 30: Total Temperature Profile at Station 2 [s = 10.3 cm] 
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Fig 31: Pressure Profile at Station 2 [s = 10.3 cm] 
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Fig 32: Density Profile at Station 2 [s = 10.3 cm] 
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Fig 33: Velocity Profile at Station 3 [s = 15.5 cm] 
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Fig 34: Temperature Profile at Station 3 [s = 15.5 cm] 
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Fig 35: Total Temperature Profile at Station 3 [s = 15.5 cm] 

300 400 500 600 700 800 900 1000
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

Total Temperature [K]

Y
 l
o
c
a
ti
o
n
 [

c
m

]

Station 3 [15.5 cm]

 

 

Transition k-kl-

Transition SST

Experimental



  62   

 
Fig 36: Pressure Profile at Station 3 [s = 15.5 cm] 
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Fig 37: Density Profile at Station 3 [s = 15.5 cm] 
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Fig 38: Pressure Along Cone-ogive Flare 
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Fig 39: Heat Flux Along Cone-ogive Flare 
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5.2 Species Transport Validation 

As stated in Reference 1, pressure is a fluid property most heavily influenced by the dynamics of 

the fluid, while temperature is influenced largely by non-equilibrium vibrational and chemical 

reactions.  Therefore, validation of FLUENT with the experimental data discussed in chapter 3 will 

concentrate on temperature, heat flux, and species concentration profiles along and near the 

body where non-equilibrium vibrational and chemical effects are most prominent. 

Matching enthalpy freestream conditions is important.  By matching enthalpy, a measure 

of the total energy in a thermodynamic system, it will be confirmed that there is the same amount 

of energy available for vibrational and chemical reaction effects.  The experimental conditions for 

Run 59 confirmed a freestream enthalpy of 5.683e6 J/kg, while FLUENT freestream conditions 

were calculated to be 5.732e6 J/kg resulting in a difference of less than 1%.  Enthalpy freestream 

conditions for Run 63 is 5.366e6 J/kg and 5.070e6 for experimental and FLUENT, respectively, 

resulting in a difference of less than 6%. 

For both simulations, convergence to 1e-6 was not achieved.  This is most likely do to the 

time dependent characteristics of the flow that did not allow such low of a convergence.  

However, convergence below 1e-3 was achieved and is widely known to be an acceptable 

convergence criterion for time-dependent simulation.  

According to Reference 12, large differences in translational and vibrational temperatures 

are found behind the cone at 0.2 meters downstream of the test body’s leading edge.  This 

location, called station 1, is normal to the test body surface and is identified in Figure 40.  The 

stagnation line is also identified.  Both lines will be important in analyzing the effects of vibrational 

and chemical non-equilibrium. 

Refer to Figure 41 for a general idea of the pressure flow field around the blunt cone 

flare.  A detached bow shock is formed upstream of the leading edge of the cone, and a pressure 

increase at the flare.  A clearly defined oblique shock is not formed at the flare, but rather just a 

gradual compression.  Figure 42 displays a velocity contour plot at the flare junction.  Reference 

12 observed and mentioned boundary layer separation at the flare junction, and a thin boundary 

layer separation is witnessed in this figure. 



  65 

 

 
Fig 41: Pressure Contour Plot along Blunt Cone Flare (Run 59) 

 
Fig 42: Velocity Contour Plot of Boundary Layer Separation along Blunt Cone Flare (Run 59) 

 
Fig 40: Location of Stagnation Line and Station 1 
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Figure 43 displays the pressure along the blunt cone flare for run 59.  Good correlation is 

found across the spherical nose cone and the straight portion up to the flare.  A slight 

overestimation begins at the flare and increases towards the end of the test body.  Refer to 

Figure 44 for the heat flux across the blunt cone flare for run 59.  An underestimation of the heat 

flux is found at both the spherical nose cone and flare.  Approximately a 10% difference is found 

at the nose, with differences up to 60% at the flare.  As stated in chapter 3, FLUENT does not 

calculate the effects due to vibrational non-equilibrium.  For a vibrational non-equilibrium flow, 

molecular collision will cause particles to exchange excess vibrational energy with translational 

and rotational energy until the vibrational energy approaches equilibrium [1].  As vibrational 

energy decreases, translational energy increases.  Since static temperature is proportional to 

translational energy, static temperature increases leading to an increase in heat transfer [1].  

Therefore, one should expect a slower decay in heat transfer due to strong vibrational non-

equilibrium effects behind the shockwave at the cone.  If the vibrational energies are modeled 

incorrectly, this could explain why the heat flux at the leading edge is underestimated compared 

to experimental data.  The discrepancy of heat flux at the flare was seen in a similar CFD 

simulation using a Cornell University CFD code in Reference 12.  One reason for this discrepancy 

could be that turbulence is encountered at the flare.  Convective heat transfer is proportional to 

the Nusselt number, which is a function of Reynolds number.  It is known that turbulent Reynolds 

number is larger than laminar flow, and a higher heat transfer is expected in turbulent flow.  

Reference 12 states that the flow stayed laminar at the flare for most runs but which specific runs 

are not stated explicitly.  Regarding pressure, equilibrium versus non-equilibrium vibrational 

effects does not greatly affect it at the flare.  

It is known from previous studies that a catalytic wall increases heat flux at the wall due 

to the recombination of dissociation species which is an exothermic reaction.  However a catalytic 

wall was not modeled for this simulation since dissociation is not expected.  Monitoring the mole 

fractions across the shock and near the test body for this simulation shows no change in the mole 

fraction of molecular nitrogen, and thus no dissociation occurs. 
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Figures 45 and 46 show the temperature distribution at the stagnation line and normal to 

the surface at station 1.  No energy is absorbed due to the lack of chemical reactions and the 

temperature across the shock is fairly constant.  As the shock dissipates farther downstream, the 

temperature decreases to freestream conditions.  Larger temperatures are found at the leading of 

the test body and therefore dissociation effects will be stronger at this location.  However, 

vibrational non-equilibrium effects will be most prominent at station 1, where temperature is 

decreasing and exchanges between translational and vibrational energies occur. 

Refer to Figure 47 for the pressure along the blunt cone flare for run 63.  Good 

correlation is found across the test body, with some slight discrepancy at the flare similarly found 

in the simulation for run 59.  Refer to Figure 48 for the heat flux along the blunt cone flare for run 

63.  In comparison to the experimental data for run 59, there is a much larger increase in heat flux 

at the flare.  The CFD simulation is unable to capture this increase.  As mentioned for run 59, this 

could be because the flow becomes turbulent but further verification is needed.  A recirculation 

region at the boundary layer separation is also capable of mixing the temperature more efficiently 

and increasing heat transfer on the flare.  Reference 12 mentions a recirculation region but not 

with great detail.  Velocity vectors from the simulation confirm a thin layer of reverse flow at the 

boundary layer separation and hence a small recirculation region.  Effects of recirculation on the 

surface heat flux should be further confirmed. 
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Fig 43: Pressure Along Blunt Cone Flare (Run 59) 

 
Fig 44: Heat Flux Along Blunt Cone Flare (Run 59) 
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Fig 45: Temperature Profile at Stagnation Line (Run 59) 
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Fig 46: Temperature Profile at Station 1 (Run 59) 
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As stated above, catalytic walls increase heat flux at the wall due to the exothermic recombination 

of dissociated species.  Run 63 was also ran with a fully catalytic wall to study its effects on the 

heat flux and see if it would make up for the discrepancies at the leading edge.  A catalytic wall 

should increase heat flux at leading edge more than at the flare since higher dissociation occurs 

at the stagnation line due to higher temperatures.  At the stagnation line, oxygen did not 

dissociate fully and only decreased in mole fraction by 15%.  Exothermic reactions form the 

recombination of dissociated oxygen molecules increased the heat flux due to the catalytic wall, 

but not enough to make up for the discrepancy at the leading edge.  Similarly to run 59, it is still 

believed that the underestimation of the heat flux at the leading edge is due to vibrational non-

equilibrium effects that are not accounted for by FLUENT.   

Refer to Figures 49 and 50 for the temperature profiles at the stagnation line and at 

station 1 for run 63.  Temperature profiles with and without chemical reactions are plotted to 

observe the effect of temperature change due to dissociation and shuffling.  As expected, 

temperature decreased slightly due to dissociation.  Chemical reactions absorb energy from the 

flow for dissociation and shuffling reactions and therefore decrease the local temperature.  It is 

also observed that the shock wave displacement from the leading edge is smaller with chemical 

reactions.  The change in size is small, but still noticeable.  This is a well-known effect of 

chemical reactions on bow shocks. 

Concentration of the most prominent species are found in Figures 51 and 52 at the 

stagnation line and at station 1 for run 63.  The density of species past the bow shock increase 

sharply.  Similarly at station 1, the density of species increase as it passes the shock, but then 

decrease until it gets near the test body. 

Mole fractions of all species except molecular nitrogen are found in Figures 53 and 54 at 

the stagnation line and at station 1 for run 63.  Molecular nitrogen was not plotted due to its 

constant mole fraction.  The temperature of the flow was too low for nitrogen to dissociate.  

Similar trends are found at the stagnation line and at station 1.  Molecular oxygen and nitrogen 

oxide decrease in mole fraction as temperature increases past the shock wave.  Therefore, the 

mole fraction of atomic nitrogen increases. 
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Fig 47: Pressure Along Blunt Cone Flare (Run 63) 

 
Fig 48: Heat Flux Along Blunt Cone Flare (Run 63) 
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Fig 49: Temperature Profile at Stagnation Line (Run 63) 
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Fig 50: Temperature Profile at Station 1 (Run 63) 
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Fig 51: Species Concentrations at Stagnation Line (Run 63) 
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Fig 52: Species Concentrations at Station 1 (Run 63) 
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Fig 53: Mole Fractions at Stagnation Line (Run 63) 
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Fig 54: Mole Fractions at Station 1 (Run 63) 
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5.3 Hypersonic Inlet Parametric Study 

Compressor component performance measures are important to study for air-breathing engine 

efficiencies, due to their “make or break” effect on engine design.  Parameters calculated for the 

scramjet inlet will be the mass flow rate, mass-averaged throat Mach number, mass-averaged 

throat static temperature ratio, area-averaged throat compression, mass-averaged throat total 

pressure recovery, kinetic energy efficiency and adiabatic compressor efficiency.  The mass flow 

rate in this study is an indication of how much airflow is being captured by the cowl.  For a defined 

freestream Mach number, the mass flow rate of two different cowl positions will indicate if there is 

airflow mismatch and the effect of airflow spillage on performance parameters.  Spillage also 

increases aircraft drag.  The ratio of the averaged total pressure at the throat to the freestream 

total pressure is called the total pressure recovery.  Total pressure recovery is a common inlet 

performance parameter and a higher total pressure recovery indicates a more efficient inlet.  

Shocks have a large effect on total pressure recovery.  The compressor efficiency is directly 

related to the total pressure recovery and static temperature ratio.  Scramjet inlets are also 

commonly characterized by the kinetic energy efficiency, which is the ratio of the square of the 

velocities that the throat would achieve if it were isentropically expanded to freestream static 

pressure to the square of the freestream velocity.  This is an appealing parameter because it 

accounts for available kinetic energy that will be available for the production of thrust. 

 

Variable Cowl Study 

Refer to Table 11 for the compressor performance parameters of the cowl parametric study.  At 

first glance, it is seen that for either the design point cowl (Mach 10 position) or the variable cowl, 

the majority of performance parameters decrease for decreasing freestream Mach number.  

However, when comparing the design point cowl versus the variable cowl, an improvement in 

total pressure recovery and adiabatic compressor performance is found for the variable cowl. 

With the variable cowl, a larger increase in mass flow rate is found in comparison to the 

design point cowl.  These effects are more pronounced at lower Mach numbers.  An improvement 
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of 3% in mass flow rate is found at Mach 9, with a 23% improvement at Mach 6.  This is because 

the cowl is capturing as much compressed air as possible due to shockwaves.   

For the same freestream Mach number, the throat Mach number decreases with the 

variable cowl in comparison to the design point cowl.  This is due to improved compression 

because of cowl location.  Refer to Figure 55 and 56, which lists pressure contour plots at the 

cowl for all freestream Mach numbers.  Comparing both figures for matching Mach numbers 

proves that the constant design point cowl allows spillage of compressed air for lower Mach 

numbers while the variable cowl is capturing the maximum amount of compressed air.  Improved 

compression also indicates an increase in temperature ratio.  These effects are more pronounced 

at lower Mach numbers, implying better compression improvement at lower Mach numbers.  

Total pressure recovery improves with the variable cowl for freestream Mach numbers of 

8 and 9 and decreases with freestream Mach numbers of 6 and 7.  One possible reason for this 

trend could be the influence of the last shockwave that occurs closest to the throat.  As 

freestream Mach number decreases, the last shockwave moves upstream for both cowl 

configurations.  However, this distance is much more pronounced for the variable cowl, due to the 

cowl’s leading edge shockwave occurring further upstream.  It is known that there is a loss in total 

pressure across a shockwave.  The last shockwave at a freestream Mach number of 6 is covering 

approximately 50% of the throat and is negatively affecting the total pressure recovery at the 

throat for freestream Mach numbers 6 and 7. 

The kinetic energy efficiency stays fairly constant for the design point cowl.  In 

comparison to the design point cowl, the kinetic energy efficiency for the variable cowl decreases 

due to the increase in compression.  This decrease becomes more substantial at lower 

freestream Mach numbers. 

On the other hand, the compressor efficiency increases for the variable cowl, mainly 

because of the increase in static pressure compression.  It is interesting to observe that the 

compressor efficiency is constant for the variable cowl at all Mach numbers. 

Since the SST transition turbulence model is used, transition location was not enforced at 

a specific location.  Observing the turbulent kinetic energy and velocity profiles for a freestream 



  77 

Mach number of 10, the beginning of boundary layer transition was located approximately 3 

meters downstream of the conical surface leading edge and was not completely turbulent until the 

airflow hit the second shockwave.  As freestream Mach number decreased, transition was 

delayed.  At a freestream Mach number of 6, the beginning of transition did not occur until it hit 

the second conical shockwave.  Boundary layer transition is known to have an effect on surface 

heat flux and skin friction, which effects vehicle design.  However, for all freestream Mach 

numbers the flow was fully turbulent past the second conical shock wave and it can be assumed 

that transition has a negligible effect on compressor performance parameters. 

 

     ̇  [kg/s]      /     /      /           

  10 39.84 4.235 4.65 22.60 0.100 0.818 0.745 

Design 9 32.21 3.986 4.13 18.07 0.127 0.807 0.743 

Point 8 24.47 3.800 3.53 13.16 0.167 0.803 0.736 

 Cowl 7 18.00 3.613 2.94 9.20 0.225 0.802 0.727 

  6 12.73 3.410 2.40 6.15 0.311 0.805 0.718 

  9 33.12 3.966 4.16 18.69 0.129 0.805 0.749 

Variable 8 27.02 3.692 3.67 15.14 0.169 0.792 0.752 

Cowl 7 21.49 3.410 3.18 12.00 0.220 0.777 0.752 

  6 16.52 3.132 2.70 9.22 0.293 0.764 0.752 

 
Table 11: Performance at Inlet Throat for Design Point and Variable Cowl 
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Mach 9 

 
Mach 8 

 
Mach 7 

 
Mach 6 

Fig 55: Pressure [Pa] Contours for Design Point Cowl 
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Mach 9 

 
Mach 8 

 
Mach 7 

 
Mach 6 

Fig 56: Pressure [Pa] Contours for Variable Cowl 
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Reynolds Number Study 

It is known that for turbulent boundary layers, the boundary layer separation resistance increases 

with higher Reynolds number.  Therefore, there is less boundary layer separation at lower 

altitudes due to a higher Reynolds number.  This phenomenon can be observed in Figure 57.  At 

40 km, there are two locations of boundary layer separation.  The most upstream separation 

occurs for a longer distance than at 30 km, and the most downstream separation does not even 

occur at 30 km.  This can be correlated to an increase in turbulent kinetic energy, which can be 

seen in Figure 58.  The formation of turbulent kinetic energy is geometrically similarly but different 

in magnitude.   

 
40 km (Re = 0.79*10^6/m) 

 
30 km (Re = 3.75*10^6/m) 

 

Fig 57: Velocity Contours at Cowl 
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Less boundary layer separation indicates less flow losses.  Less flow losses mean that 

the shocks are stronger in strength which produces more internal compression.  Larger internal 

compression is the reason for a decrease in throat Mach number, total pressure recovery and 

kinetic energy efficiency.  Compressor performance parameters found in Table 12 show this 

trend.  Unlike laminar boundary layer separation, which is independent of Reynolds number, 

turbulent boundary layer separation is a function of Reynolds number and has a direct effect on 

compressor performance parameters.  

 
40 km (Re = 0.79*10^6/m) 

 
30 km (Re = 3.75*10^6/m) 

 
Fig 58: Turbulent Kinetic Energy Contours at Cowl 

Alt. 
[km] 

Re #/m         /     /      /           

40 0.79e6 10 4.23 4.65 22.60 0.100 0.818 0.745 

30 3.75e6 10 4.16 4.78 22.72 0.063 0.811 0.682 

 
Table 12: Performance at Inlet Throat for Variation in Reynolds Number 
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Chemical Reaction Study 

Previous research on scramjet shows that, at high Mach numbers, fluid flow can show 

characteristics of vibrational and chemical non-equilibrium inside a compression inlet and then 

become fully non-equilibrium when combustion occurs. 

As temperature rises because of compression and viscous effects, translational and 

vibrational motion of the fluid molecules can be high enough to cause dissociation.  Monitoring 

the dissociation of molecular oxygen molecules is most important as scramjets use molecular 

oxygen for the combustion oxidizer.  If dissociation occurs, combustion process may be limited in 

terms of available energy for the production of thrust.  Hypersonic inlets must be appropriately 

modeled to determine chemical composition and the physical state of the air entering the 

combustion chamber. 

Reference 1 states that at atmospheric pressure, vibrational excitement begins to occur 

above 800 K and dissociation of molecular oxygen and molecular nitrogen begin at 2500 K and 

4000 K, respectively.  Referring to Figures 59 and 60, it is observed that vibrational effects are 

significant in the inviscid region, while dissociation effects primarily occur near the boundary layer 

of compression component.  Table 13 shows that molecular oxygen at a Mach 15 has minimal 

dissociation.  However, at Mach 20, 30% of the oxygen is dissociated at the throat.   

 

Results of the previous studies indicate that kinetic energy efficiency and compressor 

efficiency typically increase or decrease together.  However, for the chemical reaction study, we 

see that this trend is not found.  Observed in the species transport validation case is the decrease 

of temperature due to dissociation.  Therefore, as dissociation of oxygen is increasing with an 

     ̇  [kg/s]      /     /      /           O2 

15 59.71 4.77 8.532 39.72 0.012 0.833 0.658 0.229 

17.5 69.06 5.13 10.09 46.89 0.006 0.852 0.625 0.204 

20 80.17 5.49 11.00 54.01 0.003 0.875 0.580 0.160 

 
Table 13: Performance at Inlet Throat for High Mach Numbers 
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increase in Mach number, the temperature ratio is lower than it would be with no chemical 

reactions.  This has a direct effect on the efficiencies since they are both dependent on the 

temperature ratio.    

 
Mach 15 

 
Mach 17.5 

 
Mach 20 
 

Fig 59: Mass Fraction Contours of Molecular Oxygen at Cowl 
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Mach 15 

 
Mach 17.5 

 
Mach 20 

 
Fig 60: Static Temperature Contours at Cowl 
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CHAPTER 6 

CONCLUSION AND RECOMMENDATIONS 

 

6.1 Conclusion 

Two validation cases were performed on commercial CFD software to verify its strengths and 

weaknesses in hypersonic flow.  The first study validated viscous interactions at the boundary 

layer and past a shockwave for a cone-ogive test body.  The second study validated vibrational 

and chemical non-equilibrium for a blunt cone with flare using species transport modeling.   

In regards to the viscous interactions study, a parametric study of various turbulence 

models was simulated.  The  -  -  transition and SST transition turbulence model had the best 

correlation of all models.  Boundary later transition location was known for this case, and 

therefore the  -  -  model inputs were tuned to match this transition location.  However, if the 

transition location is unknown, then this is not possible.  The SST transition provided good 

correlation as well, even though the transition was simulated to be downstream of the known 

location.  Nonetheless, there were still minor discrepancies of pressure at the flare, in which it 

was underestimated.  Past the flare junction, temperature discrepancies very close to the test 

body surface was found as well, and should be validated with further experimental and 

computational analysis. 

In regards to the species transport study, the Park model was used to simulate species 

transport across a blunt cone flare that is known to trigger vibrational and chemical non-

equilibrium.  Small discrepancies of pressure at the flare are found for laminar flow.  Large 

discrepancies at the leading edge and flare were found for the surface heat flux for both runs.  

The thought for this discrepancy is because of the lack of modeling vibrational non-equilibrium, 

however further studies should be done.  Temperature profiles at locations where dissociation 

and non-equilibrium effects occur were plotted and compared with the mass fraction of 

molecules, showing the trend dissociation has on static temperature. 

With the two validation cases completed, the strengths and weaknesses of FLUENT as a 

CFD solver for hypersonic flow was known.  Due to large non-equilibrium discrepancies found in 
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the species transport validation for a blunted cone flare, a sharp cone conical geometry was used 

for the study of a scramjet inlet.  Three parametric studies were performed for the scramjet inlet: 

variable cowl study, Reynolds number study, and chemical reactions study.  All studies except 

the chemical reactions study were performed using a turbulence model.  The variable cowl study 

showed the trends in compressor performance parameters that arise from maximizing the intake 

of compressed flow for a range of Mach numbers in the hypersonic regime.  Interesting 

phenomena developed at the cowl for different freestream Mach numbers that had an influence 

on the total pressure recovery.  The Reynolds number study was performed at two different 

altitudes, changing the Reynolds number of the flow mainly due to a change in density.  Boundary 

layer separation was noted as the cause for a change in compressor performance parameters.  It 

was concluded that turbulence modeling is a must in regards to scramjet inlet, as boundary layer 

separation changed for different Reynolds number and was directly correlated to turbulent 

boundary layers.  High Mach numbers were simulated to model dissociation of the air past the 

cowl.  A direct impact on the trends on the kinetic energy efficiency and compressor efficiency 

was found due to the chemical reactions absorbing energy and decreasing the temperature of the 

fluid at the throat. 

In relation to the validation study of viscous interactions, the scramjet inlet might have 

errors in pressure past shock waves due to discrepancies found in the validation case.  Because 

static pressure makes up such a smaller percentage of the total pressure at hypersonic speeds, a 

small error in static pressure in relation to total pressure can still account for a significant amount 

of difference in flow properties.  Nonetheless, trends in compressor performance parameters with 

variation in cowl location and Reynolds number are found that exhibit trends commonly found in 

scramjet inlet design.  Validation of species transport and chemical reactions is difficult, due to 

the lack of species concentrations and dissociation measurements found in experimental data.  

Even then, measurements of flow properties influenced by these phenomena can be analyzed for 

comparison with computational results.  Even though trends in temperature change and 

dissociation follow general understand of these phenomena, precise validation is difficult. 
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6.2 Recommendations 

For future work, it is recommended to validate the three-dimensional fins found in Reference 7.  

This validation case would validate CFD solvers with axisymmetric cone-ogive geometry with a 

non-axisymmetric three-dimensional fin.    Further analysis of pressure past a different 

compression surface would confirm if pressure discrepancy is found for this geometry as well. 

Further effort should be given into running the viscous interactions validation case using 

more accurate viscosity and thermal conductivity data.  These two properties vary with 

temperature as well as pressure.  The lowest static pressure found for experimental data of these 

two properties was 10,000 Pa while the static pressure of the experimental wind tunnel case in 

Reference 7 was just under 700 Pa.  Running simulations with viscosity and thermal conductivity 

values matching experimental wind tunnel conditions should be ran to verify if this has an effect 

on data correlation. 

Creating a user defined function for the empirical correlation of the boundary layer 

transition point for the SST transition turbulence model is suggested for further comparison with 

the  -  -  transition model and experimental data. 

It was noted in Chapter 3 that FLUENT’s default solver is incapable of accounting for 

vibrational non-equilibrium, which limits the performance of the Park model for chemical 

reactions.  Creation of a user defined function to calculate vibrational temperatures would allow 

the Park model to be used as a two-temperature reaction model as it was made to be used.  A 

user defined function to calculate vibrational temperatures would also allow for the monitoring of 

such temperature profiles.  This would further explain the reasoning behind the overestimation of 

heat flux decay at the leading edge of the blunt cone.  After further verifying vibrational and 

chemical non-equilibrium, simulations of the scramjet can begin to include the combustor 

component where non-equilibrium effects are dominant.   
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APPENDIX A  

COEFFICIENTS AND PARAMETERS 

  



  91 

 Coefficient [J/kg-K] 

 
 

 
70-1000 [K] 

A1 1161.482 

A2 -2.368819 

A3 0.01485511 

A4 -5.034909E-05 

A5 9.928569E-08 

A6 -1.111097E-10 

A7 6.540196E-14 

A8 -1.573588E-17 

 B1 -7069.814 
 B2 33.70605 

 B3 -0.0581276 
1000-3000 

[K] B4 5.421615E-05 
 B5 -2.936679E-08 
 B6 9.237533E-12 
 B7 -1.565553E-15 
 B8 1.112335E-19 

Table 14: Air Specific Heat Piecewise-Polynomial Coefficients 
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Coefficient T [K] [W/m-K] 

1 85 0.007967 

2 90 0.008359 

3 100 0.009297 

4 120 0.01124 

5 140 0.01310 

6 160 0.01488 

7 180 0.01661 

8 200 0.01830 

9 250 0.02237 

10 300 0.02620 

11 350 0.02981 

12 400 0.03325 

13 450 0.03653 

14 500 0.03969 

15 550 0.04275 

16 600 0.04571 

17 650 0.04861 

18 700 0.05145 

19 750 0.05423 

20 800 0.05698 

21 850 0.05968 

22 900 0.06236 

Table 15: Air Thermal Conductivity Piecewise-Linear Coefficients [11] 
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Coefficient T [K] [Kg/m-s] 

1 85 5.979E-06 

2 90 6.359E-06 

3 100 7.075E-06 

4 120 8.420E-06 

5 140 9.708E-06 

6 160 1.095E-05 

7 180 1.216E-05 

8 200 1.332E-05 

9 250 1.604E-05 

10 300 1.856E-05 

11 350 2.090E-05 

12 400 2.309E-05 

13 450 2.516E-05 

14 500 2.713E-05 

15 550 2.901E-05 

16 600 3.082E-05 

17 650 3.256E-05 

18 700 3.424E-05 

19 750 3.588E-05 

20 800 3.746E-05 

21 850 3.901E-05 

22 900 4.051E-05 

Table 16: Air Viscosity Piecewise-Linear Coefficients [11] 
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 N2 [J/kg-K] O2 [J/kg-K] NO  [J/kg-K] 

A1 1.091160864121420E+03 9.419758102812500E+02 1.121268191980000E+03 

A2 -3.587342535714290E-01 -4.879846180500000E-01 -9.472911462066670E-01 

A3 6.900650286714280E-04 1.833095246300000E-03 2.212055818867000E-03 

A4 -1.877109948307140E-07 -1.757245403181250E-06 -1.694374244080000E-06 

A5 -6.703831480071420E-11 5.600516431312490E-10 4.411706595466660E-10 

B1 8.599999818428570E+02 9.410287937187500E+02 8.837782000000000E+02 

B2 4.499912711571430E-01 1.912694521550000E-01 3.708676141133330E-01 

B3 -1.699478903492850E-04 -5.105894487250000E-05 -1.466016432840000E-04 

B4 2.963566662150000E-08 9.405617287875000E-09 2.658244420826660E-08 

B5 -1.936673700964280E-12 -7.520435714937500E-13 -1.797152355493330E-12 

     A Coefficients  300-1000 K 
     B Coefficients  1000-5000 K 

Table 17: N2, O2, and NO Specific Heat Piecewise-Polynomial Coefficients 

 

 
N  [J/kg-K] O  [J/kg-K] 

A1 1.486466829971420E+03 1.531038013237500E+03 

A2 -1.294619320242900E-02 -8.512322675625000E-01 

A3 3.219019686557140E-05 1.258028545150000E-03 

A4 -3.353843964485710E-08 -8.328773978000000E-07 

A5 1.247043227257140E-11 2.021703116850000E-10 

B1 1.455109272485710E+03 1.320917719650000E+03 

B2 6.331382986571400E-02 -1.431599039787500E-02 

B3 -4.433343879442850E-05 -1.612294164762500E-06 

B4 1.116245003828570E-08 2.364848397725000E-09 

B5 -6.092878674714280E-13 -2.269748760687500E-13 

          A Coefficients  300-1000 K 
          B Coefficients  1000-5000 K 

Table 18: N and O Species-Dependent Specific Heat Piecewise-Polynomial Coefficients 
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  [Å]     [K] 

   3.621 97.53 

   3.458 107.4 

   3.470 119 

  2.750 280 

  2.750 80 

Air 3.617 97 

Table 19: Lennard-Jones Parameters 

 

         

   [m
3
/kgmol-s]    Ea [J/kgmol] 

   +    >   +   +    1.00E+19 -1.5 4.947E+08 

   +     >   +   +     3.00E+19 -1.6 9.412E+08 

   +      >   +   +      1.10E+14 0 6.277E+08 

  +    >    +       1.80E+11 0 3.193E+08 

   +   >    +       2.40E+06 1 1.598E+08 

Table 20: Park Model Arrhenius Parameters [16] 

 

 
            

   0.2 0.233 0.05 

   0.2 0.233 0.05 

  1 1 1 

  1 1 1 

   0.2 0.233 1 

Table 21: Park Model Third-Body Efficiencies [16] 

 


