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Abstract: A number of emerging dynamic traffic analysis applications, such as regional 
or statewide traffic assignment, require a theoretically rigorous and computationally 
efficient model to describe the propagation and dissipation of system congestion with 
bottleneck capacity constraints. An open-source light-weight dynamic traffic assign-
ment (DTA) package, namely DTALite, has been developed to allow a rapid utilization 
of advanced dynamic traffic analysis capabilities. This paper describes its three major 
modeling components: (1) a light-weight dynamic network loading simulator that 
embeds Newell’s simplified kinematic wave model; (2) a mesoscopic agent-based DTA 
procedure to incorporate driver’s heterogeneity; and (3) an integrated traffic assignment 
and origin–destination demand calibration system that can iteratively adjust path flow 
volume and distribution to match the observed traffic counts. A number of real-world 
test cases are described to demonstrate the effectiveness and performance of the  
proposed models under different network and data availability conditions.
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1. Introduction
Motivated by a wide range of application needs, such as region-wide traffic analysis and route  
guidance provision, dynamic traffic assignment (DTA) models have been increasingly recognized as 
an important tool for assessing operational performance of those applications at multiple spatial 
resolutions (e.g. network, corridor, and individual segment levels). The advances of DTA in this aspect 
are built upon the capabilities of DTA models in describing the formation, propagation, and dissipa-
tion of traffic congestion in a transportation network.

DTALite, an open-source mesoscopic DTA simulation package, in conjunction with the Network 
eXplorer for Traffic Analysis (NeXTA) graphic user interface, has been developed to provide transpor-
tation planners, engineers, and researchers with a theoretically rigorous and computationally effi-
cient traffic network modeling tool. This fully functional, open-source DTA model can be downloaded 
from http://code.google.com/p/nexta/. In general, the software suite of DTALite + NeXTA aims to:

(1) � Provide an open-source code base to enable transportation researchers and software devel-
opers to expand its range of capabilities to various traffic management application

(2) � Present results to other users by visualizing time-varying traffic flow dynamics and traveler 
route choice behavior in an integrated 2D/3D environment

(3) � Provide a free, educational tool for students to understand the complex decision-making pro-
cess in transportation planning and optimization processes.

Additionally, DTALite also adopts a new software architecture and algorithm design to facilitate 
the most efficient use of emergent parallel (multi-core) processing techniques and exploit the  
unprecedented parallel computing power newly available on both laptops and desktops.

This paper is organized as follows. Section 2 first introduces the overall system design and model 
structure of DTALite. This is followed by the related literature review and traffic flow modeling  
implementation in Section 3, and a queue-based traffic state estimation framework in Section 4. The 
paper closes with a case study using real-world networks (Section 5) and overall conclusions (Section 6).

2. System design and model structure
The software architecture designed in DTALite aims to integrate many rich modeling and visualization 
capabilities into an open-source DTA model. Using a modularized design, the software suite of simula-
tion engine + visualization interface can also serve future needs by enabling transportation researchers 
and software developers to continue to build upon and expand its range of capabilities. The stream-
lined data flow from static traffic assignment models and common signal data interfaces aims to allow 
planners and engineers to rapidly apply the advanced DTA methodology, and further examines the 
effectiveness of traffic mobility, reliability, and safety improvement strategies. The overall structure, il-
lustrated in Figure 1, integrates the four major modeling components highlighted in yellow.

DTALite’s four major modeling components include:

(1) � Time-dependent shortest path finding, based on a node-link network structure

(2) � Vehicle/agent attribute generation, which combines an origin–destination (OD) demand  
matrix with additional time-of-day departure time profile to generate trips

(3) � Dynamic path assignment module, which considers major factors affecting agents’ route 
choice or departure time choice behavior, such as (i) different types of traveler information sup-
ply strategies (e.g. historical, pre-trip, and/or en route information, and variable message signs) 
and (ii) road pricing strategies where economic values are converted to generalized travel time

(4) � A class of queue-based traffic flow models that can accept essential road capacity reduction 
or enhancement measures, such as work zones, incidents, and ramp meters.

http://code.google.com/p/nexta/
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The major focus of this paper will be in describing the queue-based traffic simulation model and 
its application in an integrated origin–destination demand estimation procedure. The queue-
based traffic simulation model in DTALite only requires basic link capacity and free-flow speed for 
operation, which are readily available from static traffic assignment models. Using simple input 
parameters, in addition to possible connections with common signal data interfaces, the pro-
posed simulation package may enable state DOTs and regional MPOs to rapidly apply advanced 
DTA methodologies for large-scale regional networks, subareas, or corridors. Additionally, the 
modularized system design may help serve future needs by simplifying the process for transporta-
tion researchers and software developers to continue to build upon and expand its range of 
capabilities.

3. Queue-based traffic flow simulation model

3.1. Literature review on traffic simulation in a DTA context
In general, a simulation-assignment DTA model needs to read time-dependent OD demand  
matrices and then assign vehicles to different paths based on link travel time. This procedure is  
illustrated by the diagram in Figure 2. Given trip demand data and path information, the dynamic 
network loading (DNL) module in the DTA model then simulates the movement of vehicles 
through the network. The physical process of moving vehicles through a transportation network 
works in a two-step process. First, a vehicle is moved across a link by a link traversal model, and 
then moved between links at the node by a node transfer function. In particular, the link traversal 
model typically enforces a speed–density relationship and hard outflow capacity constraints, 
which are determined by link properties (e.g. number of lanes, link type). The node transfer model 
involves specific left-turn or through movement capacity determined by green time allocation at 
signalized nodes or other attributes. Link travel times from the traffic simulator are fed to the 
time-dependent shortest path model for path selection through a specified route choice utility 

Figure 1. Software system 
architecture with key modeling 
components.
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function or traffic assignment rules. The new paths are then fed back into the traffic simulator in 
the next iteration.

There are macroscopic, mesoscopic, and microscopic simulation-based methods for generating 
time-dependent travel time measures in DTA. The macroscopic models use continuum fluid repre-
sentations, and the microscopic simulation models typically rely on detailed car following and lane 
changing models. In contrast, a mesoscopic model considers vehicles (with specific origin, destina-
tion, departure time, and routes) individually and moves vehicles according to a number of  
macroscopic traffic flow relations. Speed–density functions, like those used by Mahmassani, Hu, 
Peeta, and Ziliaskopoulos (1994), Mahmassani (2001), and Ben-Akiva, Bierlaire, Burton, Koutsopoulos,  
and Mishalani (2002) are commonly found in application.

To offer a computationally efficient traffic state simulator and estimator, this study focuses on 
how to use a queue-based mesoscopic traffic simulation methodology to capture complex traffic 
processes in realistic networks. Interested readers are referred to the survey paper by Peeta and 
Ziliaskopoulos (2001) for different models such as analytical optimization-based and optimal con-
trol-based formulations, and Nie, Ma, and Zhang (2008) for a comprehensive discussion on different 
types of DNL models and their trade-offs in capturing travel time.

3.2. Capacity and traffic flow models
To capture queue formation, spillback, and dissipation through simplified traffic flow models, DTALite 
uses a number of computationally simple but theoretically sound traffic queuing models (e.g. point 
queue model, spatial queue, and Newell’s kinematic wave model) to track forward and backward 
wave propagation in its light-weight mesoscopic simulation engine. By doing so, traffic simulation in 
DTALite only requires a minimal set of traffic flow model parameters, such as outflow, inflow  
capacity, and storage capacity constraints, which are illustrated in Figure 3.

To capture the queue dynamics at typical bottlenecks (e.g. lane drop, merge, and weaving  
segments), the classical kinematic wave theory needs to be integrated with (1) flow conservation 
constraints, (2) traffic flow models that represent speed (or flow) of traffic as a function of density, 
and (3) partial differential equations. The flow conservation constraints typically follow a hyperbolic 

Figure 2. General simulation-
based DTA modeling 
framework.

Figure 3. Modeling traffic 
dynamics through essential 
outflow, inflow capacity, and 
storage capacity constraints.
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system of conservation laws 
�q

�x
+
�k

�t
=g(x, t) where q and k are flow and density, respectively, and 

g(x, t) is the net vehicle generation rate.

Various finite-difference approximation methods have been presented to solve these equations 
numerically. Based on a triangular flow–density relationship in Figure 4, there are two closely related 
finite deference-based numerical solution schemes to solve the first-order kinematic wave problem: 
(1) Newell’s simplified model (1993) that keeps track of shock wave and queue propagation using 
cumulative flow counts on links and (2) Daganzo’s cell transmission model (1995) that adopts  
a “supply–demand” or “sending–receiving” framework to model flow dynamics between discretized 
cells. DTALite implements Newell’s solution, using cumulative flow counts to keep track of traffic 
entering and leaving each link. These cumulative flow counts are also useful when applied with 
queueing models.

3.3. Simple point queue and spatial queue models
The most simple queue model implemented in DTALite is the point queue model. By imposing a  
single outflow capacity constraint on each link, a point queue model aims to capture the effect of 
traffic congestion at major bottlenecks, although it does not take into account the queue spillback 
and the resulting delay due to storage capacity. Using a point queue model in the first few iterations 
and then applying a simplified kinematic wave model in the late assignment process, one can avoid 
unrealistic and unnecessary gridlock in the initial assignment process, and further allow agents to 
learn travel times from previous iterations and switch routes to achieve a smooth and close-to-reality 
traffic pattern.

Figure 5 represents a point queue as a vertical queue with a stack of vehicles, where some of the 
vehicles are mapped or “rotated” from the physical link (shaded) to the vertical stack queue.  
The other vehicles on the physical link (not shaded) correspond to the vehicles that move at  
free-flow speed. In this case, the length of the queue segment in this point-queue model is zero and 

Figure 4. Triangular 
fundamental diagram.

Figure 5. Point queue model 
represented as a vertical stack 
queue.
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the link has unlimited storage capacity. Interested readers are referred to the paper by Hurdle and 
Son (2001) to examine the connection between physical spatial queues and vertical stack queues.

The realism of a point queue model can be enhanced by adding spatial storage capacity constraints, 
so that the resulting spatial queue model can capture queue spillbacks. This is accomplished in 
DTALite using link-specific jam densities, identifying how many vehicles can be stored on a link when 
no traffic is moving. Furthermore, by explicitly using the cumulative arrival and departure curves to 
track kinematic waves, Newell’s flow model provides an effective means to realistically represent  
traffic congestion propagation and capture shockwaves as the result of bottleneck capacities.

Compared to other cell-based models that need to subdivide a long link into segments with short 
length, Newell’s model can handle reasonably long links with homogeneous road capacity. Its sim-
ple form of traffic flow models and computational efficiency make it particularly appealing in estab-
lishing theoretically sound and practically operational DTA models for large-scale networks. There 
are a number of related studies on Newell’s kinematic model, including model calibration research 
by Hurdle and Son (2000) and extensions to node merge and diverge cases by Yperman, Logghe, and 
Immers (2005) and Ni, Leonard, and Williams (2006), to name a few.

3.4. Simple queue-based DNL model
We first present a point-queue-based DNL model, implemented in DTALite, for a sequence of consecutive 
links of a freeway corridor that cover links l = 1, 2, … , L. In the corridor without entrances or exits, traffic 
of a single OD pair is loaded to the first link l = 1 and leaves the network from the last link L.

Notation

N	 number of nodes in a corridor

n	 index of nodes, n = 1, 2, … , N

L	 number of links in a corridor

l	 index of links, l = 1, 2, … , L

Δt	 length of simulation interval (e.g. 6 s)

Δx	 link length (e.g. 1 miles)

kl, t	 prevailing density during the tth time step on link l

ql, t	 transfer flow rate from link l to link l + 1 during the tth time interval [t, t + Δt]

capoutl,t 	 outflow capacity on link l during the tth time interval [t, t + Δt]

vfree	 free-flow speed

kjam	 jam density

3.4.1. Point queue model computational procedure
For time t = 0 to T

    For link l = 1 to L

    Step 1: Calculate flow ready to move from link l: vfree × kl (t)

    Step 2: Calculate transfer flow from link l to link l + 1

        ql, t = Min {vfree × kl, t, cap
out
l, t }

    Step 3: Update prevailing density at link l

        kl, t + 1 = kl, t + ql − 1, t − ql, t × Δt/Δx

    End for //link

End for //time
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Within a mesoscopic simulation framework, the above fluid-based numerical computation scheme 
can be viewed as a pseudo event-based simulation process, as we do not simulate how a vehicle 
moves inside the link (at free-flow speed). As shown in Figure 6, at each simulation step, vehicle j is 
moved into a link and sets its arrival time at the upstream node of the link as Arr( j). Accordingly, the 
time entering the vertical queue at the stop bar is determined by Arr( j) + FFTT. As the simulation 
clock advances to t′  =  Arr( j)  +  FFTT, we need to check if the outflow link capacity capout

l, t′
 is still 

available and vehicle j is in the beginning of the vertical queue. If the vehicle is at the beginning of 
the queue, this vehicle moves to the next link and its departure time stamp Dep( j) = t′. Otherwise,  
the vehicle must stay in the queue waiting for the available outflow capacity, which results in a 
departure time Dep( j) > t′. Thus, the entire link travel time of the vehicle is Dep( j) − Arr( j), which can 
be further used to infer space-mean speed of the link.

Similarly, the numerical calculation scheme of the spatial queue can be enhanced by changing 
Step 2 by including an additional storage capacity constraint as follows:

where (kjam − kl + 1, t) × Δx is the physical space availability at downstream link l + 1.

As the proposed model strictly satisfies the first-in-first-out (FIFO) constraint, if a vehicle in the 
beginning of the vertical queue is blocked due to unavailable outflow capacity (in the case of spatial 
queue or kinematic wave model), then the vehicles arriving later in the queue will be blocked as well. 
To model complex geometric features such as short left-turn bays on a multi-lane facility, one needs 
to decompose a link into multiple connected cells with each cell satisfying FIFO constraints (Reynolds, 
Zhou, Rouphail, & Li, 2010).

3.5. Modeling forward and backward wave propagation using Newell’s simplified kinematic 
wave model
To describe traffic congestion propagation realistically by including the phenomena of queue build-up, 
spillback, and dissipation along freeway corridors, DTALite incorporates Newell’s (1993) simplified  
kinematic wave model, which is built upon the assumption of a triangular flow–density relationship. 
Newell’s model is implemented using cumulative flow counts on each link. As illustrated in Figure 7, 
A(t) represents the cumulative number of vehicles moving into a link, D(t) represents the cumulative 
number of vehicles leaving a link, and V(t) is the cumulative number of vehicles in the vertical queue, 
waiting to exit the link.

Hurdle and Son’s framework (2000) is adopted in this research to explain how Newell’s model is 
able to model forward and backward waves using the cumulative flow counts. Let x be the location 

ql, t=Min
{

vfree×kl, t,cap
out
l, t ,

(

kjam−kl+1, t

)

×Δx
}

Figure 6. Event-based 
simulation process; A, D: 
cumulative arrival and 
departure flow counts; V: 
cumulative flow count of the 
vertical queue; FFTT is free-flow 
travel time of the link.
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along the corridor, and N(x, t) is the cumulative flow count at location x and time t of a link.  
The change of N(x, t) along a characteristic line (wave) is represented as follows:

 

A wave represents the propagation of a change in flow and density along the roadway, and the wave 
speed is the slope of the characteristics line w=

�q

�k
=

dx

dt
. Along the movement of a wave, we substi-

tute dt= dx

w
 into the above equation, so that we can link the difference of cumulative flow counts 

together through

 

For the triangular-shaped flow–density relationship with constant forward and backward wave 
speeds, it is easy to verify that, when the speed of the forward wave is vf , the general cumulative 
flow count updating formula reduces to −k+ q

vf
=−k+k = 0. Under congested traffic conditions with 

a constant backward wave speed wb, we have −k+ q

wb

=−kjam, and this equation can be rewritten as:

 

The above equation is used to describe how a backward wave travels through the link. Under the 
queue spillback condition, the difference of kjam(a)× length(a)×nlanes(a) between the cumulative 
arrival and departure counts is illustrated by the vertical dashed line in Figure 7. Now consider a  
situation with two consecutive links, upstream link a and downstream link b, as shown in Figure 8. 
Newell’s model is concerned about three-state variables on upstream link a: (1) cumulative flow 
count A(a, t) for vehicles moving into link a through the upstream node; (2) cumulative flow count 
V(a, t) for vehicles waiting at the vertical queue of the downstream node of link a at time t; and (3) 
cumulative flow count D(a, t) for vehicles moving out of link a through the downstream node.

As shown in Figure 8, when a queue spills back from the downstream to the upstream, the arrival 
and departure cumulative flow counts at two ends of a link (at timestamps t and time t-BWTT(a)) 
need to ensure a constant difference of dN = kjam(a) × length(a) × nlanes(a), and the capacity restric-
tion is propagated throughout the link using a time duration of BWTT(a) = length(a)/wb(a).

(1)dN(x, t)=
�N

�x
dx+

�N

�t
dt=qdt−kdx

(2)dN(x, t)=qdt−kdx=
(

−k+
q

w

)

dx

(3)dN=

(

−k+
q

wb

)

dx=−kjam(a) × length(a) × nlanes(a)

Figure 7. Illustration of 
cumulative arrival and 
departure curves A(t) and D(t), 
and the shifted arrival curve 
V(t).
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The space–time plot in Figure 8 clearly demonstrates how Newell’s model uses cumulative counts 
to model the forward and backward waves in describing queue phenomenon on links a and b. Exactly 
at time t − 1, the tail of the queue at the downstream link b propagates to its upstream node. That is, 
if the cumulative outflow count at a lagged time stamp t − BWTT(b) − 1 on link b is equivalent to the 
cumulative inflow count at time t − 1, then a queue spillback occurs as a backward wave is able to 
propagate through the congested time–space “mass” of the link. Compared to the conventional 
vertical queue model, where the inflow rate of a link is not constrained by the available physical 
length, the inflow rate in Newell’s model is governed by the discharge flow of a link through the 
backward wave propagation process. Furthermore, the number of vehicles on a lane should not  
be greater than kjam × length(b). As a result, the proposed model is able to detect and capture queue 
spillbacks to upstream links.

3.6. Implementing Newell’s simplified kinematic wave model as an advanced queue model

Notation

Link attribute variables

length(l)	 length of link l

nlanes(l)	 number of lanes on link l

qmax(l, t)	 maximum flow rate on link l between time t − ΔT and time t

vf(l)	 free-flow speed (or forward wave speed) on link l

w(l)	 constant backward wave speed for link l

kjam(l)	 jam density on link l

FFTT(l)	 free-flow travel time on link l, i.e. length(l)/vf(l)

BWTT(l)	 backward wave travel time on link l, i.e. length(l)/w(l)

Capacity constraint variables

capin(l, t)	 inflow capacity of link l between time t − ΔT and time t

capout(l, t)	 outflow capacity of link l between time t − ΔT and time t

Cumulative flow count variables

A(l, t)	 cumulative number of vehicles entering link l at time t

V(l, t)	 cumulative number of vehicles waiting at the vertical queue of link l at time t

D(l, t)	 cumulative number of vehicles departing/leaving link l at time t

Figure 8. Illustration of 
forward and backward wave 
representation in Newell’s 
simplified KW model.
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For simplicity and clarity, we present the proposed DNL model for a sequence of consecutive, direc-
tional links of a freeway corridor that covers links l = 1, 2, … , L. Each link l is attached to an upstream 
node and a downstream node. In the corridor, traffic of a single OD pair is loaded to the first link l = 1 
and leaves the network from the last link L.

Step 1 (Initialize variables and boundary conditions)

�For each link, initialize cumulative flow counts for the entering queue, vertical queue, and exit 
queue.

Link attributes, including qmax(l, t), kjam(l), nlanes(l), FFTT(l), and BWTT(l), are assumed to be known 
for all links. qmax(l, t) is dependent on node flow management rules described in the following 
section.

Two boundary conditions are assumed to be known for all time intervals: the demand flow, A(1,t), 
on the first link, and the destination capacity qmax(L, t) on the last link.

Step 2 (Update time-dependent traffic states at time t)

For current time stamp t, given A(l, t′), D(l, t′), and qmax(l, t), such that t′ = 0, ΔT, 2ΔT, …. , t − ΔT, 
perform Steps 2.1–2.3 sequentially for each link l = 1, 2, … , L.

Step 2.1 (Forward wave propagation): For each link l, move cumulative arrival flow counts of link l 
to its vertical queue.

Step 2.2 (Backward wave propagation): For each link l, calculate the maximum possible cumula-
tive arrival count for the flow to move into link l at time t.

Step 3 (Calculate capacity constraints)

Determine the inflow and outflow capacity constraints for each link at time t.

Step 3.1 (Determine inflow capacity): For each link l = 1, 2, … , L, determine the inflow capacity of 
link l at time t.

Step 3.2 (Determine outflow capacity): For links l = 1, 2, … , L − 1, determine the outflow capacity of 
link l at time t.

capout(L, t)=qmax(L, t) for the last link L

Step 4 (Transfer flow between links)

For each node n = 1, 2, …, N, identify incoming and outgoing links, and identify agents/vehicles 
ready to move between those incoming and outgoing links at time t.

Step 4.1 (Update cumulative departure count): For each link upstream from node n, update the  
cumulative departure counts.

Step 4.2 (Update cumulative arrival count): For each link downstream from node n, update the  
cumulative arrival counts.

A(l, t=0)=0,V(l, t=0)=0,D(l, t=0)=0

V(l,t)=A(l,t−FFTT(l))

Amax(l, t)=D(l, t−BWTT(l))+kjam(l)× length(l)×nlanes(l)

capin(l, t)=Amax(l, t)−A(l, t−ΔT)

capout(l, t)=min{qmax(l, t),capin(l+1, t)}

D(l, t)=min{V(l, t),D(l, t−ΔT)+capout(l, t)}
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Step 5 (Advance simulation clock):
Advance t = t + ΔT, go back to Step 2.

Given existing traffic states in the previous time interval t − ΔT, the DNL model follows a multi-step 
process for moving agents/vehicles along a given path between specific origin and destination 
nodes, subject to capacity constraints and time-dependent traffic states defined by shockwave 
propagation in Newell’s simplified kinematic wave model. The DNL first updates the values of traffic 
state variables in time interval t in Step 2, and determines the maximum number of agents/vehicles 
which can be transferred between links (at nodes) in Step 3. Those agents/vehicles are then moved 
between links in Step 4.

As a detailed illustration, Figure 9 demonstrates how to calculate the maximum inflow capacity 
and outflow capacity in a queue spill-back case. The maximum inflow capacity capin(t) at the  
upstream end of a link is calculated using the difference of cumulative arrival flow counts at two 
consecutive time stamps t − ΔT and t, which is determined by the outflow capacity capout(t − BWTT) at 
the downstream end between time stamps t − BWTT − ΔT and t − BWTT.

3.7. Node management/control models
Within a typical network, different node types (i.e. origin, merge, and signalized intersections) may 
require unique methods for moving agents between different links. In the proposed DNL model, 
agents are loaded into the network at the origin node using a loading buffer, rather than being 
loaded directly into link l = 1. Three separate models, based on previous studies in the literature, can 
be used to allocate capacity at merge junctions. Lastly, outflow capacity for incoming links at signal-
ized intersections is allocated based on a simplified model using cycle times and link effective green 
times. Diverge junctions require no special handling because the paths are known for agents/vehi-
cles traveling through the network (Figure 10).

3.7.1. Origin nodes and the loading buffer
As stated in kinematic wave-based DNL algorithm, the demand flow, A(1, t), on the first link is  
assumed to be known for all time intervals. As a result, each agent/vehicle is assigned to enter the 
network at a specific departure time based on some semi-random time interval between arrivals. At 
the origin node, located upstream from the first link, agents/vehicles first enter the loading buffer, 
which acts as a temporary storage queue. In each time interval t, if an agent’s departure time ≤ t and 

A(l+1, t)=D(l, t)

Figure 9. Illustration of queue 
spillback and propagation of 
outgoing flow constraint from 
the downstream end at time 
t-BWTT to the upstream end at 
time t.
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there is inflow capacity available, those agents/vehicles are moved from the loading buffer to the 
entrance queue on link l = 1.

3.7.2. Merge junctions
Consider a merge junction with incoming link 1 and 2 merging into downstream link 3, as shown in 
Figure 11. If the total demand from all incoming links (denoted as d1 and d2 on the two links) is 
greater than the available inflow capacity on link 3, denoted as capin, then the available inflow  
capacity must be distributed to each incoming link.

To determine the outflow capacity for mainline link 1 and onramp link 2, namely capout(1) and 
capout(2), we use Daganzo’s priority-based merge model (1994) in this study to maximize the utili-
zation of downstream inflow capacity, while upstream outflows satisfy feasibility constraints.

If d1 + d2 < capin, then 
{

capout(1)=mid{d1, capin−d1, p1×capin}

capout(2)=mid{d2, capin−d2, p2×capin}
 where 

p1=
nlanes(1)

nlanes(1)+nlanes(2)
, p2=

nlanes(2)

nlanes(1)+nlanes(2)
 according to a lane-based proportional 

distribution rule, and the mid function takes the middle value of all three input parameters.

Illustrated in Figure 11, in case (i), the solution corresponds to point e. The solution to case  
(ii) should be point g rather than point f. While point g optimizes the overall inflow capacity alloca-
tion, point f underutilizes the inflow capacity by strictly following the lane-based distribution rule.

3.7.3. Flow conservation at diverge junctions
In continuous flow-based traffic simulation, many macroscopic fluid-based models use continuous 
ratios of destination distribution to decide the amount of traffic flow to different destinations. As the 
mesoscopic DNL model moves agents/vehicles with OD and path information, the proportions of 
vehicles moving out of a link to individual outgoing links are in fact determined directly by the paths 
(downstream node sequences) associated with vehicles at this link, so it is very easy to decide which 

Figure 10. Illustration of node 
transfer process.

Figure 11. Capacity allocation 
at merge bottleneck.
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sets of mesoscopic agents to be moved to a specific destination at any intersection or diverge point 
associated with an off ramp.

3.7.4. Signalized intersections
The proposed DNL model considers the influence of traffic signals using a simplified method for  
estimating the link outflow capacity. Assuming that the effective green time and saturation flow 
rate are known for link l, upstream from node n, and the cycle time is known for the signal at node 
n, the link outflow capacity on link l is calculated using the equation below.
 

To achieve an effective coupling of a signal timing estimation model and DTA in feedback loops, 
Zlatkovic and Zhou (2014) integrated a quick estimation method to link critical movement analysis 
methodologies with the DTALite simulation package.

4. Queue-based dynamic OD demand estimation
To allow consistent OD demand estimation for fast model calibration, DTALite embeds a path flow-
based optimization model that utilizes sensor data (i.e. observed link flows and densities) and target 
OD demands d̄(i, j, 𝜏)to estimate a set of path flow volumes. This approach combines OD estimation/
adjustment with traffic assignment seamlessly. That is, under this ODME model, DTALite first runs K 
assignment iterations (e.g. 40 iterations) to generate likely paths, and then performs anther K′ itera-
tions (e.g. 100 iterations) with ODME enabled to provide the final solution as a set of path flow pat-
terns satisfying “tolled user equilibrium.” In our discussion below, we want to highlight the use of the 
approximate gradient method in DTALite, which utilizes a queue model to calculate link flow–density 
change due to incoming path flow change. The detailed mathematical formulation and solution al-
gorithm can be referred to a recent paper by Lu, Zhou, and Zhang (2013).

4.1. Mathematical model formulation
The problem statement and notations of ODME can be summarized as follows. Using path flow  
vector r(i, j, τ, k) for OD pair (i, j) at departure time at time k, the model minimizes a set of deviation 
functions with respect to target OD demands d̄(i, j,𝜏) and observed link flows and densities, subject 
to (i) DNL constraints that describe traffic flow propagation with multiple OD pairs and (ii) a gap 
function-based constraint that measures the deviation from the dynamic user equilibrium 
conditions.
 

where q(a, t) and q̄(a, t) are the simulated and observed link flows, respectively, on link a at time 
interval [t, t + 1]; k(a, t) and k̄(a, t) are the simulated and observed link densities, respectively, on link 
a at time t; S is the set of links with observations; Ho is the set of link intervals with observations; and 
βd, βq, βk is the weights reflecting different degrees of confidence on target OD demands and  
observed link flows and densities, respectively.

In the estimation step, within a column generation-based framework, a gradient-projection-
based descent direction method (Lu, Mahmassani, & Zhou, 2009) is used to update path flows r(m + 1) 
at step m + 1. Specifically,

 

(4)capout(l, t)=qsaturation(l, t)
effectivegreen time(l)

cycle length(n)

(5)MinZ=𝛽d

∑

i, j, 𝜏

[

d(i, j, 𝜏)− d̄(i, j, 𝜏)
]2
+

∑

a∈S

∑

t∈Ho

{

𝛽q[q(a, t)− q̄(a, t)]
2
+𝛽k[k(a, t)− k̄(a, t)]

2
}

(6)

r(i, j,�,k)m+1
= Max

{

0,r(i, j,�,k)m−�
(m)

[

�d∇h
d
(r)|r=r(m)

+�q∇h
q
(r)|r=r(m) +�k∇h

k
(r)|r=r(m) +�

(n)
∇g(r,�)|r=r(m)

]}
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where γ(m) is the step size, and the gradients that consist of the first-order partial derivatives with 
respect to a path flow variable r(i, j, τ, k) are discussed as follows, based on an queue-representation 
in Figure 13.

The solution framework integrates a gradient-projection-based path flow adjustment method. 
The simple queuing model allows this tool to also derive analytical gradient formulas for the chang-
es in link flow and density due to the unit change of time-dependent path inflow in a general  
network under congestion conditions, as shown in Figure 12.

In this study, the link partial derivative is referred to as the change in link flow and density due to 
an additional unit of link/path inflow. Ghali and Smith (1995) presented an analytical approach to 
evaluate the (local) link marginal travel time (or delay) on a congested link, based on link cumulative 
flow curves of a simple point queue model. We illustrate the use of the queue-based link partial 
gradient calculation in Figure 13, which shows the cumulative arrival and departure curves A(t) and 
D(t), and the dashed line represents the cumulative vertical queue. Given (outflow) capacity of the 
link as c, the additional change in the A/D curve is equivalent to the gray area. In this example, 
FFTT(l) = 15 min. The queue starts at tqs

l
 = 7:00, and an additional unit of flow, vehicle n′ enters link l 

Figure 12. Single-level Origin 
-Destination Matrix Estimation 
(ODME) flowchart.

Figure 13. Illustration of link 
partial gradient on a congested 
link.
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at time t′l  =  7:10. This vehicle leaves the link at time t′′l   =  7:50, the queue dissipates on link l at 
tBl  = 8:30, and tAl  = 8:15.

We can easily analyze the marginal effects of an additional unit of flow on link flow (inflow and 
outflow) and the number of vehicles (and corresponding density). In particular, under partially  
congested conditions shown in Figure 13, the link inflow and outflow increase by one at times t′l and 
tBl , respectively, and the flow rates at the other time intervals do not change due to the assumed 
constant capacity from t′l to tBl , while the number of vehicles in the link increases by one for the same 
time period.

5. Numerical experiments

5.1. Verifying shock wave propagation speed on a hypothetic corridor
The proposed queue-based mesoscopic DNL model and the ODME method have been implemented 
in DTALite in C++, using an OpenMP as the application programming interface for parallel computing. 
We first consider a hypothetic corridor with a lane drop bottleneck. Based on the flow–density 
relationship in Figure 14, the theoretical shock wave propagation speed is (1560 − 1200)/
(80 − 26)  =  6.67  mph. Figure 15 shows the dynamic density contour generated from DTALite 
simulation results. The congestion starts at 7:12 at node 9 and propagates to the upstream node 1 
at around 8:15 along this 7 mile stretch. Accordingly, we can calculate the simulated shockwave 
propagation speed from DTALite as 7 mile/63 min = 6.67 mph, which is nicely consistent with the 
theoretical value.

5.2. Large real-world network calibration using OD demand calibration
As shown in Figure 16, this real-world network is the Triangle Regional Model network containing 
most of Raleigh, North Carolina, USA. This large-scale regional network has 2,389 zones, 20,259 links, 
and about 2,000 signalized intersections. Provided by the local metropolitan planning agency, the 

Figure 14. Flow–density 
relationship and shock wave on 
a lane drop bottleneck.

Figure 15. Dynamic density 
contour on a hypothetic 
corridor with a lane drop 
bottleneck on node 9.
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morning peak-hour demand matrix has about 1.06 million vehicles, covering a time period from 6 
am to 10 am. There are about 16 and 14 sensors, respectively, on freeway and arterial links, 
producing a total of 120 hourly link count observations. The experiments were performed on a PC 
with 16  GB memory and 4-core processors with hyperthreading, running at 2.70  GHz. Using the 
open-source DTA package DTALite, the running time is about 2 min and 45 s per iteration. When 
incorporating the additional path flow adjustment process, the average running time increases to 
5  min and 3  s per iteration. The iterative sequential adjustment converged after 140 iterations, 
which required a total of 12 h of CPU time. The scatter plots in Figures 17 and 18 show additional 
MOEs—R2, total estimated vs. observed flow ratio. The average absolute link flow deviations are 
435.15 and 212.21 vehicles per hour per link, respectively, on freeway and arterial links, which further 

Figure 16. Triangle Regional 
Model, NC network with 2,389 
zones, 20,259 links, about 2,000 
signalized intersections, 1.06 
million vehicles in morning 
peak hours.

Figure 17. Observed vs. 
estimated link volume on 
freeway links on the Triangle 
Regional Model, NC network.

Figure 18. Observed vs. 
estimated link volume on 
highway and arterial links on 
the Triangle Regional Model, NC 
network.
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demonstrate the effectiveness of the proposed method on both freeway and arterial links of the 
large-scale network.

6. Conclusions
In this paper, a queue-based mesoscopic DNL model is proposed to allow rapid simulation of traffic 
congestion propagation in a network with various bottlenecks. This mesoscopic DNL model, based 
on point queues, spatial queues, and Newell’s simplified kinematic wave theory, is proposed to real-
istically estimate dynamic flow and travel time performances for an estimated OD demand table.

Based on the cumulative flow counts from the queueing simulation results, we can analytically 
derive partial derivatives of link flow and density with respect to path inflow perturbations, and these 
results can provide essential gradient information to determine the feasible descent direction in the 
OD demand estimation algorithm. Based on a class of queueing models, the seamless integration 
between the OD flow estimation and DNL model offers an efficient way to utilize available sensor 
data sources.

The presented queue-based mesoscopic traffic simulation model has considerable potential for 
generalizing the modeling framework into the field of real-time traffic state estimation and predic-
tion. In our future research, we will further examine different ways for calibrating the maximum 
queue discharge rates, utilizing end-to-end travel times, and considering an agent-based learning 
framework to fully consider behavioral heterogeneity.
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