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ABSTRACT    

This study performs numerical modeling for the climate of semi-arid 

regions by running a high-resolution atmospheric model constrained by large-

scale climatic boundary conditions, a practice commonly called climate 

downscaling. These investigations focus especially on precipitation and 

temperature, quantities that are critical to life in semi-arid regions. Using the 

Weather Research and Forecast (WRF) model, a non-hydrostatic geophysical 

fluid dynamical model with a full suite of physical parameterization, a series of 

numerical sensitivity experiments are conducted to test how the intensity and 

spatial/temporal distribution of precipitation change with grid resolution, time 

step size, the resolution of lower boundary topography and surface characteristics.  

Two regions, Arizona in U.S. and Aral Sea region in Central Asia, are 

chosen as the test-beds for the numerical experiments: The former for its complex 

terrain and the latter for the dramatic man-made changes in its lower boundary 

conditions (the shrinkage of Aral Sea). Sensitivity tests show that the 

parameterization schemes for rainfall are not resolution-independent, thus a 

refinement of resolution is no guarantee of a better result. But, simulations (at all 

resolutions) do capture the inter-annual variability of rainfall over Arizona. 

Nevertheless, temperature is simulated more accurately with refinement in 

resolution. Results show that both seasonal mean rainfall and frequency of 

extreme rainfall events increase with resolution. For Aral Sea, sensitivity tests 

indicate that while the shrinkage of Aral Sea has a dramatic impact on the 

precipitation over the confine of (former) Aral Sea itself, its effect on the 



  ii  

precipitation over greater Central Asia is not necessarily greater than the inter-

annual variability induced by the lateral boundary conditions in the model and 

large scale warming in the region. The numerical simulations in the study are 

cross validated with observations to address the realism of the regional climate 

model.  

The findings of this sensitivity study are useful for water resource 

management in semi-arid regions. Such high spatio-temporal resolution gridded-

data can be used as an input for hydrological models for regions such as Arizona 

with complex terrain and sparse observations. Results from simulations of Aral 

Sea region are expected to contribute to ecosystems management for Central Asia. 
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Chapter 1 

 

1. INTRODUCTION 

This work focuses on the need to relate local- and regional-scale climate 

variables to the large scale atmospheric forcings by climate downscaling for semi-

arid regions. The term ñclimate downscalingò refers to the use of a high-

resolution atmospheric model to produce detailed regional climate, given the 

large-scale boundary conditions provided by the output of coarse resolution global 

climate models or by coarse resolution observations. The numerical simulations in 

this study will use the Weather Research and Forecasting (WRF) model. A series 

of numerical sensitivity experiments will be conducted to test how the intensity 

and spatial/temporal distribution of precipitation and temperature change with 

grid resolution, physical parameterization, time step size, resolution of lower 

boundary topography and change in surface characteristics.   

 

1.1 Motivation 

The climate variability is important and affects many aspects of human 

life in semi-arid regions. Water resources are scarce in such regions and a slight 

reduction or increase in rainfall can produce huge impact on societal living. Thus, 

these regions are very sensitive to small changes in climate. For example, small 

change in climate can cause famine, droughts or local floods, and people need to 

manage water resources for long-term development. Hence, it is important that 
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climate variability in a semi-arid region should be well understood in order to 

formulate more sustainable policies and strategies. According to the assessment of 

population levels by the Ofýce to Combat Desertiýcation and Drought of the 

United Nations Development Programme (UNDP), the arid and semi-arid regions 

in the world account for approximately 30% of the world total area and are 

inhabited by approximately 20% of the total world population. The arid and semi-

arid regions hold are about 24% of the total population in Africa, 17% in the 

Americas and the Caribbean, 23% in Asia, 6% in Australia and Oceania, and 11% 

in Europe [UNDP/UNSO, 1997]. Thus, the intensity of extreme events of rainfall 

has important implications for regional climate and water management of semi-

arid regions. 

 

1.2 Need for Downscaling Of Global Climate Model Simulations 

We rely on the output of global climate models to make major decisions 

on economical and societal activities. There have been considerable 

improvements in the last two decades in the quality of climate models. 

Nevertheless, even the state of the art climate models have coarse resolutions of 

O(100 km) [IPCC 2007, for example see Figure 1] which is not sufficient to 

resolve mesoscale flows. At this length scale O(100 km) or above, global climate 

models simulate large-scale circulation patterns [Giorgi, 1990; Hurrell, 1995] and 

their output can be used to define the boundary conditions for mesoscale models. 

Global models lack the ability to resolve fine topography at local scales. Thus, 
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climate information derived from them needs to be further downscaled to improve 

the accuracy of assessing and predicting climate at local and regional scales. For 

the purpose of this study, it is important to note that most of the rainfall in the 

global models is produced by subgrid-scale precipitation with very crude 

representation of surface heterogeneity within a grid box.  While those models 

have produced meaningful projections of large-scale hydrological conditions in 

future climate, [e.g., Seager et al. 2007], they are less useful in predicting local 

changes in precipitation especially for regions characterized by complicated 

terrain and/or spatially concentrated rainfall patterns.  
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Figure 1: Improvement in topographic resolutions for global climate models 

according to Intergovernmental Panel on Climate Change (IPCC). The four panels 

are the Assessment Reports (AR) by [IPCC, 2007]. The First Assessment Report 

(FAR) was released in 1991, Second Assessment Report (SAR) in 1996, Third 

Assessment Report (TAR) in 2001 and Fourth Assessment Report (AR4) in 2007. 

The grid resolution for each AR is shown in their corresponding figure panels. 

The highlighted black circle in first panel shows missing Iceland and England 

from topographic resolution from FAR. Improvements in ARs made these 

topographic features explicitly visible with advancements in time as circled in 

AR4. 
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As a potential remedy, a complementary approach has been developed that 

utilizes large-scale boundary conditions to constrain a mesoscale model for long-

term, regional climate prediction [e.g., Leung, 2003; Leung and Qian, 2003; Lo et 

al., 2008]. These constraints prevent the model from drifting away from the 

driving conditions applied on the boundary conditions, especially in mid and 

upper troposphere regions [Giorgi and Bates, 1989; Giorgi and Marinueci, 1991]. 

Thus, the mesoscale model simulation is usually driven by time dependent large-

scale fields (e.g. wind, temperature, water vapor and surface pressure) provided 

either by analyses of observations or by a GCM to the lateral boundaries of the 

domain. This approach allows regional climate features and extreme events to be 

more realistically simulated and produce results that are more accurate than those 

from the driving GCM. A regional climate model (RCM) usually has a different 

horizontal and vertical resolution and set of parameterizations from those of 

GCMs which are forcing RCMs. Another benefit of running a regional climate 

model is that its output can be further used as an input for a hydrological model at 

micro-scale to improve water resource management.    

 

1.3 Objectives 

Because the prediction of climate change is vital for mitigation, 

adaptation, and planning in various sectors of society and the economy, 

quantifying uncertainty at different resolutions is important. Thus, the objective of 

this research is to study the numerical sensitivity for regional climate, focusing 
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specially on rainfall for semi-arid regions.  The central problem to address in this 

thesis is the sensitivity of mesoscale climate simulations as the model resolution 

approaches the "cloud-resolving scale" of L < 10 km. Using the Weather Research 

and Forecast (WRF) model [Skamarock et al., 2008], a non-hydrostatic 

geophysical fluid dynamical model with a full suite of physical parameterization, 

a series of numerical sensitivity experiments are conducted to test how the 

intensity and spatial/temporal distribution of precipitation and temperature change 

with grid resolution, time step size, resolution of lower boundary topography and 

surface characteristics.  Two regions, Arizona in U.S. and Aral Sea in Central 

Asia, are chosen as the testbeds for the numerical experiments (Figure 2). Inspite 

of being different in landscapes and at different locations, they have scanty 

rainfall and desert vegetation. The former has dramatic contrasts in topography 

and local rainfall patterns [Seller et al., 1960; Sheppard et al., 2002; Woodhouse, 

1997] that provide an ideal test ground for studying the impact of model 

resolution. The latter region concentrates on addressing the sensitivity of 

simulated precipitation and temperature on a change in distribution of surface 

characteristics and land mask at the surface. The numerical simulations for both 

the regions are compared with observations to address the realism of the regional 

climate model.  
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Figure 2: World map showing arid/semiarid, humid, irrigated regions of the 

world based on agricultural areas from World Development Report [WDR, 2008]. 

See link for more details:  

(http://www.syngentafoundation.org/index.cfm?pageID=46) Mostly, arid and 

semiarid regions are in subtropics.  

 

1.4 Regional Climate Modeling 

For the first part of the study, simulations for Arizona are performed over 

seven winter (November-January) seasons. The dependence of the climatology as 

well as high-frequency behavior of simulated rainfall on model resolution and/or 

subgrid-scale convective scheme is analyzed. To maintain focus, the analyses 

focus on liquid-form precipitation. For completeness, wintertime snowfall is also 

studied for two years for Arizona. Winter season is chosen for most of the 
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simulations because numerical models, whether global or regional, are widely 

known to produce substantial bias in North American summer monsoon [e.g., 

Collier et al., 2007; Lin et al., 2008]. Their performance for wintertime 

precipitation is generally more robust. The second part of the study investigates 

the effect of change in surface topography and surface vegetation coverage over 

Aral Sea region. Here, both wintertime and summertime regional climate 

simulations are performed for two decades. Both forms of precipitations (rain and 

snow) and temperature are studied over the region. To quantify the sensitivity of 

the changing surface boundary condition, a set of simulations with an identical 

lateral boundary condition but different extents of the Aral Sea are performed. 

These regional climate simulations will be performed using the WRF model.  

While using a regional climate model, one has to make sure that the 

domain used in the simulation is big enough to allow full development of 

circulations and horizontal resolution optimum to capture small-scale features. 

Thus, for simulations of Arizona, the outermost domain covers almost complete 

US and some North Pacific Ocean and for Aral Sea the outermost domain covers 

almost Asia and some parts of Europe. We use nesting to downscale the climate 

data form coarse to fine resolution over an area of interest domain. During this 

process, it is expected that as the grid spacing is decreased, the simulations 

produce results closer to observations due to the refinement in topography. This 

primary hypothesis is designed to test the sensitivity of the model at different grid 

resolutions of 12 to 3 km. It is hypothesized that, as grid spacing is decreased 

below 12 km, the simulation results match close to observations. For this premise, 
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Arizona is used as a test-bed. A secondary hypothesis tests if reduction in 

vegetation cover and drying of water bodies has an effect on decrease in rainfall 

and increase in warming in a region. Aral Sea region in Central Asia is selected 

for this hypothesis. 

Regional climate models (RCMs) play an important role in downscaling 

global climate model information to the regional and local scale at which local 

stakeholders and decision makers operate. This dissertation will contribute to 

climate science and applications of RCMs to hydrological, ecological, agricultural 

and water resource management problems, including the study of hydrologic 

extremes for event rainfall amounts. A byproduct of the analysis from some 

simulations also provides insight on the interaction of regional and local climate 

with large-scale climatic conditions.   

In chapter 2, the Weather Research and Forecasting (WRF) model shall be 

introduced, and the numerics and physics inside the model will be discussed. The 

chapter 3 examines the numerical sensitivity of the model for our first test domain 

of Arizona. Chapter 4 is an extension of the study on Arizona where we compare 

station observations with simulations. In chapter 5, the sensitivity tests are 

performed at a different level of complexity over Aral Sea region by artificially 

modifying the model to replicate the true changed surface characteristics. In the 

sixth chapter the dissertation will conclude, stating the future goals after 

summarizing the results.    
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Chapter 2 

2. WRF MODEL 

The model used for this research work is the Advanced Research Weather 

Research and Forecasting (WRF) (ARW) version 3.1. The Weather Research and 

Forecasting (WRF) model is a Numerical Weather Prediction (NWP) and 

atmospheric simulation system designed for both research and operational 

applications [Wang et al., 2008]. We present a brief overview of the WRF Model 

to get an insight about the modeling technique and procedure. 

2.1. Governing equations 

The fundamental equations that govern the motions of the atmosphere are 

derived from the basic laws of physics, particularly the conservation laws of mass, 

momentum and energy. In addition to the three conservation laws, climate models 

require an equation of state that relates several parameters to other equations and 

a moisture equation. For atmosphere, equation of state relates the pressure, 

density and temperature. This equation, together with the moisture equation and 

the equation for conservation of mass, momentum and energy, constitute the basic 

equations used in climate modeling.  

Navier-Stoke Equations are: 

Momentum equation:   vv2
1

v.v
v 2Ð+³W+Ð-=Ð+
µ

µ
n

r
p

t
        (1) 

 

Continuity Equation:   ( ) 0=Ð+
µ

µ
v.r

r

t
           (2) 
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Equation of state:        RTp r=             (3) 

 

The extra term v2 ³W  in momentum equation is the Coriolis term, where 

W is the angular velocity and v is the velocity vector. We use thermodynamical 

equation to calculate temperature and potential temperature given by: 

 

TQTT
t

T
+Ð=Ð+

µ

µ 2k.v     (4) 

 

Conventionally, Navier-Stoke equation doesn't have moisture equation. We focus 

on moisture to analyze precipitation. So, the general equation for moisture q  is 

given by,  

 

( ) qQq
t

q
=Ð+

µ

µ
v.      (5) 

 

All the above equations constitute the basic equations used in climate 

modeling. The global climate models have grid spacing km)(100~ OxD  but the 

Kolmogorov scale is (cm)O~ . Hence, finer structures appear with increasing 

resolution. But, it is computationally not possible to reach close to Kolmogorov 

scale for climate simulations for relatively large domains. This brings us to make 

certain approximations. For atmospheric model, WRF, we neglect actual 
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molecular viscosity from momentum equation. Thus, the rest of the terms in 

momentum equation resolve only the large-scale flow and a lot of phenomenon 

are unresolved. Instead, we include big forcing/damping terms QFFFF WVU and,, . 

These terms are the result of sub-grid scale processes. A part of these terms 

include Coriolis force terms ,and,
corcorcor WVU FFF  that are real and resolved. The 

rest terms compensate for the phenomenon that remains unresolved. These terms 

include diabatic forcings like solar radiations and parameterized sub-grid scale 

effects that involve small-scale momentum fluxes.  

 

The equations in the WRF model use a terrain-following mass vertical 

coordinate [Laprise, 1992] with top of the model as a constant pressure surface to 

better simulate airflow over complex terrain. The equations use a terrain-

following hydrostatic-pressure vertical coordinate h defined by a normalized 

hydrostatic pressure (or mass) as, 

 

mh /)( hth pp -= ,     (6) 

 

 where h th s pp -=m . hp  is the hydrostatic component of the pressure, 

hsp   is the pressure at the surface and htp  refer to values along the top 

boundaries. Value of h varies from 1 at the surface to 0 at the upper boundary of 

the model domain as shown in Figure 3.  Since the vertical coordinate is pressure 

based and normalized, it is easy to mathematically cast governing equations of the 
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atmosphere into a relatively simple form. This terrain-following mass vertical 

coordinate has its advantages: The coordinate system conforms to natural terrain. 

This allows for good depiction of continuous fields, such as temperature, 

advection and winds, in areas where terrain varies widely but smoothly. It lends 

itself to increasing vertical resolution near the ground. This allows the model to 

better define boundary-layer processes, such as diurnal heating, low-level winds, 

turbulence, low-level moisture and static stability. It eliminates the problem of 

vertical coordinate intersecting the ground, unlike in height or isentropic 

coordinate systems. 

 

Figure 3: WRF h coordinate showing a terrain-following mass vertical 

coordinate with a value of 1 at the surface and 0 at the top of troposphere.  

  

Using this vertical coordinate, the flux-form Navier-Stoke equations used 

in the model are: 
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The pressure gradient terms in momentum equations are given by, 

 

( )( ) ( ) ( )[ ]xxdx ppp ffaa hh µ+µ-=F,P    (14) 



  15 

 

( )( ) ( ) ( )[ ]yydy ppp ffaa hh µ+µ-=F,P    (15) 

 

( ) ( )[ ]maam h--= - pgmp dx

1,P .    (16) 

 

where m (x, y)  represents the mass of dry air per unit area within the column in 

the model domain at ),( yx , hence the flux form variables are defined as: 

 

.,,,, mmmwWmvVmuU mqhmmmm =Q=W===
¶

 

 

where, m is the map-scale factor that maps the equations to the sphere. To 

transform the governing equations, map scale factors xD  and yD  are defined as 

the ratio of the distance in computational space to the corresponding distance on 

the earthôs surface: 

 

earthon  distance

),(
),(

yx
mm yx

DD
=  .           (17) 

 

The solver supports four projections to the sphere: the lambert conformal, 

polar stereographic, mercator, and latitude-longitude projections [Haltiner and 

Williams, 1980]. These projections use map factors. Computationally, grid lengths 

xD  and yD  are constants. However, the physical distances between grid points in 
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the projection vary with position on the grid. We use mercator projection in our 

simulations.  

The velocities ( )wvu ,,vV ==m  are the physical velocities in two 

horizontal and one vertical direction. 
¶

=hw  is the transformed 'vertical' velocity, 

q is the potential temperature and Q coupled potential temperature.  

,...,,; icvmmm QQQQqQ ==m , represent the mass of water vapor, cloud, rain, 

etc.  
*q  is the mixing ratio (mass per mass of dry air); gz=f  (the geopotential), 

p (pressure), and da  is the specific volume of the dry air, and ra 1= is the 

specific volume that includes all moist species, i.e. ( )1
....1

-
+++= icvd qqqaa . 

To close the system, the diagnostic relation for the specific volume is 

given by the hydrostatic relation for dry air, 

 

mafh d-= ,     (18) 

 

and the moist equation of state: is given by, 

 

 ( )( )( )gaq dvdvd pqRRRpp 00 /1+=        (19) 

 

where 4.1== vp ccg  is the ratio of the heat capacities for dry air, dR  is the gas 

constant for dry air, and 0p  is the reference pressure (typically 10
5
 Pascals). The 

right-hand-side terms QFFFF WVU and,,  represent forcing terms arising from 
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model physics, turbulent mixing, spherical projections, and the earth's rotation. 

Thus, we include all the processes that we can resolve or parameterize. Also, the 

fine structures always appear with increasing resolution. Resolving these small 

structures is a primary reason for increasing spatial resolution. The solver has the 

ability to correctly represent structures at the resolution limits 

(approximately xx D-D 106 ).  

 

Production of rainfall 

Precipitation is a result of moist convection. Moist convection is the key 

process in regulating the water vapor in the atmosphere, which provided the 

largest feedback for climate change. Moist convection is divided in two 

categories: deep convection and shallow convection. Deep convections are lofty 

vertical moist towers of water vapor with strong updraft motion in troposphere 

that produces precipitation, and then warms & dries the atmosphere. Shallow 

convections are not deep enough for precipitation processes to play a major role 

in cloud development. They are weak vertical velocity towers that do not produce 

precipitation, warming or drying as water is not removed from atmosphere. Since, 

individual moist convection happens at a very small scale (25-1000 m), it is 

computationally impossible to represent these processes on the grids of most 

numerical weather prediction models [Stensrud, 2007]. Production of rainfall is 

analogical to squeezing a wet towel, wherein it causes water to fall out. Likewise, 

the drier the air, more height it needs to make clouds and rain. Thus, the 

atmosphere needs to be unstable for convection to happen and ultimately produce 
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rainfall. If there is little amount of moisture in boundary layer, which is not 

enough for atmosphere to lead to a convective unstable profile, then atmosphere 

will remain stable and vice-versa. At some point the moisture convergence and 

vertical temperature due to heating of surface gets high enough that entire column 

becomes moist and unstable. The instability results in latent heat release that is 

produced from condensation in mid and upper levels of atmosphere. This latent 

heat release reduces the density in upper levels, produce rainfall and restore 

stability [Marshall and Plumb, 2008]. We will use a convective scheme based on 

this principle by Kain and Fritsch [2004].  
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2.2 Model Discretization 

 The spatial discretization in the ARW solver uses Arakawa C-grid 

staggering with 2
nd

- to 6
th
-order advection options in horizontal and vertical. The 

ARW solver advances in time using a time-split integration scheme. The model 

uses a third-order Runge-Kutta (RK3) time integration scheme. The RK3 time 

step is limited by the advective Courant number xtu DD  and the userôs choice of 

advection schemes. WRF offers an option to choose from 2
nd

 to 6
th
 order 

discretizations for the advection terms. The time-step limitations for 1-D 

advection in the RK3 scheme using these advection schemes are given in Wicker 

and Skamarock [2002]. 

 For stability, the time step used in the ARW should produce a maximum 

Courant number less than that given by theory. Thus, for 3-D applications, the 

time step should satisfy the following equation:  

 

max

max .
3 u

xC
t

theoryr D
<D             (20) 

 

Given additional constraint from the time splitting, and to provide a safety 

buffer, we usually choose a time step that is approximately 25% less than that 

given by above equation. This time step is typically a factor of two greater than 

that used in leapfrog-based models. Figure 4 shows different horizontal and 

vertical grid configurations of WRF model.  
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Figure 4: Horizontal and vertical grids of the ARW with scalars in the center of 

grid box and vectors at the center of edges. 

 

For ARW the time-step configuration constraint is determined by the 

smallest physical horizontal grid spacing, min( )yx mymx /,/ DD . 
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Figure 5: Illustration of typical nesting in ARW model: Here a 3:1 embedded 

nest is shown. Scalar temperature is calculated at the center of grid box and 

velocities at the center of sides.  

 

Figure 5 shows the illustration of Arakawa-C staggered grid for a parent 

domain with an imbedded nest domain with a 3:1 grid size ratio. The solid lines 

denote coarse grid cell boundaries for the parent domain, and the dashed lines are 

the boundaries for each fine grid cell of the child domain. The horizontal 

components of velocity ( )VUand  are defined along the normal cell face, and the 

thermodynamic variables ()q  are defined at the center of the grid cell.  
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Figure 6: A flowchart showing the steps followed in the WRF model for a time 

step computation and instances when and where physics is called during a time 

step.    
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2.3 WRF system 

WRF runs with user-defined initial and boundary conditions. WRF utilizes 

WPS (WRF Preprocessor System) that transforms the large terrestrial and 

meteorological data available online on global grid resolution as an input to WRF 

model for real cases. Steps for this procedure are as follows: Firstly, we define a 

physical grid (including the projection type, location on the globe, number of grid 

points, nest locations, and grid distances) and interpolate static fields to the 

prescribed domain. Secondly, we convert the metrological data to the desired 

format required for the selected domain. Thirdly, after specifying the domain with 

the required parameters, WPS horizontally interpolates the meteorological data 

onto the projected domain(s). The program METGRID from WPS presents a 

complete 3-dimensional dataset of variables on the selected model gridôs 

horizontal staggering at the selected time slices, which is sent to the ARW pre-

processor program for real-data cases. 

 The input to the ARW real-data processor from WPS contains 3-

dimensional fields (including the surface) of temperature (K), relative humidity 

(and the horizontal components of momentum (m/s, already rotated to the model 

projection). The 2-dimensional static terrestrial fields include: albedo, Coriolis 

parameters, terrain elevation, vegetation/land-use type, land/water mask, map 

scale factors, map rotation angle, soil texture category, vegetation greenness 

fraction, annual mean temperature, and latitude/longitude. The 2-dimensional 

time-dependent fields from the external model, after processing by WPS, include: 

surface pressure and sea-level pressure (Pa), layers of soil temperature (K) and 
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soil moisture (kg/kg, either total moisture, or binned into total and liquid content), 

snow depth (m), skin temperature (K), sea surface temperature (K), and a sea ice 

flag. Figure 7 shows a schematic flowchart of the steps followed in WRF code.  In 

the Runge-Kutta 3 (RK3) [Wicker and Skamarock, 2002] scheme, physics is 

integrated within the RK3 time integration. Within the acoustic integration, the 

acoustic time step æŰ is speciýed by the user. The effic iency of the RK3 timesplit 

scheme arises from the fact that the RK3 time step æt is much larger than the 

acoustic time step æŰ, hence the most costly evaluations are only performed in the 

less-frequent RK3 steps.  

 

Figure 7: Schematic showing the data flow and program components in WRF.  

 

 To conclude, we will use WRF Model with multiple nesting, configuring 

the innermost domain to cover the desired domain in consideration. The readers 

are referred to Skamarock et al. [2008] for further details on WRF. 
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Chapter 3 

3. ARIZONA STUDY: PART 1 

3.1. Background 

As discussed in Chapter 1, global climate models have a coarse resolution 

of O(100 km).  At that resolution, most of the rainfall is produced by subgrid-

scale convective parameterization with a very crude representation of surface 

heterogeneity within a grid box. While those models have produced meaningful 

projections of large-scale hydrological conditions in future climate [e.g., Seager et 

al., 2007; Mariotti et al., 2008], they do not have the capacity to predict local 

climate changes at the mesoscale especially for regions characterized by 

complicated terrain.  A complementary approach of climate downscaling has been 

developed that uses large-scale boundary conditions to constrain a mesoscale 

model for long-term, regional climate prediction [e.g., Giorgi et al., 2001; Leung 

et al., 2003; Lo et al., 2008].  The increased model resolution allows an increase 

in the fraction of grid-scale precipitation and reduction of parameterized subgrid 

precipitation. This, combined with a refined representation of topography and 

surface heterogeneity, might help improve the realism of simulated precipitation 

[e.g., Giorgi and Marinucci, 1996; Leung et al., 2003; Kim, 2004; Duffy et al., 

2006; Duliere et al., 2011].  State-of-the-art climate downscaling studies for 

seasonal and longer time scales have so far adopted a horizontal resolution within 

the range of 12-50 km [e.g., Knutson et al., 2007; Rockel et al., 2008; Caldwell et 

al., 2009; Bukovsky and Karoly, 2009; Urrutia and Vuille, 2009; Raucher et al., 
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2010; Duliere et al., 2011].  On the other hand, previous studies that adopted a 

higher resolution (e.g., 3 km) to determine the sensitivity of rainfall on model 

resolution and convective parameterization are mostly restricted to short-term 

weather prediction [e.g., Gilliland and Rowe, 2007; Mercader et al., 2007].  To 

bridge this gap of knowledge, this study will explore the changes in rainfall in 

seasonal climate downscaling simulations when the horizontal resolution of the 

regional model is refined from 12 km to 3 km.  As will be demonstrated shortly, 

grid-scale precipitation becomes the dominant contributor to the total rainfall at 

these scales. Given so, we will also test the sensitivity of simulated rainfall to the 

switching on and off of cumulus parameterization. The main purpose of 

simulations is two-fold: First, to determine the numerical sensitivity of the 

seasonal mean rainfall when the resolution of the model is successively refined to 

the nearly cloud-resolving scale of 3 km. Secondly, if a numerical sensitivity 

produces a converge, to examine whether the solution converges to the observed 

seasonal mean climatology. 

We choose to perform the numerical simulations for the winter season in 

Arizona, a region with dramatic contrasts in topography and local rainfall patterns 

[Sellers, 1960; Woodhouse, 1997; Sheppard et al., 2002] that provide an ideal test 

ground for the impact of model resolution. We choose winter because numerical 

models, whether global or regional, are widely known to produce substantial 

biases in North American summer monsoon [e.g., Collier and Zhang, 2007; Lin et 

al., 2008], while their performance for wintertime precipitation is generally more 

robust. Also, wintertime precipitation plays an important role in water resource 
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management till spring season. While the summertime bias is itself an important 

issue, it might prove to be a distraction in the context of our sensitivity study. 

Regional climate simulations using the Weather Research and Forecast (WRF) 

model [Skamarock et al., 2008] will be performed over seven winter (November-

January) seasons. The dependence of the climatology as well as high-frequency 

behavior of simulated rainfall on model resolution and/or subgrid-scale 

convective scheme will be analyzed. To maintain focus, the analysis will focus on 

liquid-form precipitation, leaving the complexity of snowfall to later work. 

 

3.2 Objectives 

 This study will investigate the impact of resolution on precipitation 

through climate downscaling for long winter season simulations (Nov-Jan) for 

seven years for Arizona to get small-scale climatology at a critical scale (6 km) 

beyond which rainfall becomes explicitly resolved and study the sensitivity of 

seasonal rainfall on model resolution. Our study will refine the horizontal grid 

size to a partially cloud-resolving 3 km, which has not been done before in the 

context of seasonal downscaling for Arizona. As we approach this resolution, the 

cumulus parameterization scheme begins to lose its validity. We will therefore 

perform experiments with the cumulus scheme switched on and off as another 

sensitivity test. This research provides a detailed analysis and an insight to 

improve the understanding of climate simulations of the region that has strong 

footprints of interactions between atmospheric circulations and topography.  
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3.3 Model and numerical experiments 

We will use Weather Research and Forecast (WRF) [Skamarock et al., 

2008] Model Version 3.1, a non-hydrostatic mesoscale model that allows multiple 

nesting. The model grids are configured such that the innermost domain covers 

the State of Arizona while the outermost domain covers the entire western U.S. 

(see Figure 8). In between, two- or three-layer nesting is adopted with the large-

scale boundary condition imposed at the lateral boundary of the outermost domain 

only. We will not apply interior nudging.  The time-varying large-scale boundary 

condition is constructed from 6-hourly NCEP Global Analysis (FNL) data (from 

the NCAR CISL Data Support Section archive, 

http://dss.ucar.edu/datasets/ds083.2) on 1 deg x 1 deg grid. Hourly outputs are 

saved for all runs to help the analysis of high-frequency behavior and extreme 

events of rainfall. 
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Figure 8: The model domains and arrangement of nesting for the numerical 

experiments: (a) nested domains for WRF model, (b) An illustration that the 

innermost domain covers the State of Arizona; The arrows indicate the prevailing 

directions of moisture fluxes into Arizona in wintertime [Sellers, 1960]. The 

topographic map is taken from Arizona Geographic Alliance, Arizona State 

University (http://geoalliance.asu.edu/azga).           
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The horizontal grid size for the innermost domain is varied from 12 km to 

6 km, then to 3 km. Hereafter, unless otherwise noted, the "model resolution" in 

our discussion refers to the grid size of the innermost domain. The 12 km runs are 

carried out with two layers of nesting, using 36 km resolution for the outer 

domain. The 6 km and 3 km runs adopt a 3-layer nesting using (54 km, 18 km) 

and (48 km, 12 km) as the resolutions for the outermost and intermediate 

domains, respectively. Detail of the nesting is shown in Figure 8.  At 12 km 

resolution, subgrid-scale cumulus convective scheme is turned on.  As the 

parameterized convective rainfall diminishes with an increasing resolution, at 6 

km resolution we perform a pair of experiments, one with convective scheme 

turned on and another with it turned off. (This is for the innermost domain only. 

Cumulus parameterization is always turned on for the intermediate and outermost 

domains.) Convective scheme is turned off at 3 km resolution. Whenever 

convective parameterization is retained, we choose Kain-Frisch scheme [Kain, 

2004]. Table 1 summarizes the horizontal resolution and arrangement of nesting 

for our major experiments.  For the two cases in Table 1 that eliminate cumulus 

convective parameterization, all rainfall is produced by grid-scale processes.  
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Table 1: A summary of the horizontal resolution and arrangement of nesting for 

four sets of simulations performed in this study.  Also indicated in the table is 

whether cumulus parameterization is turned on or off. 

 

 

Nesting 

 

Resolution 

Cumulus 

convective 

parameterization 

(Kain-Frisch 

scheme) 

 Outermost 

domain 

Intermediate 

domain 

Innermost 

domain 

 

2 layer 36 km --- 12 km ON 

 

3 layer 

 

54 km 

 

18 km 

 

6 km 
ON 

OFF 

3 layer 48 km 12 km 3 km OFF 

 

 

 To ensure proper resolution of topography and surface characteristics that 

matches the increase in model resolution, we use USGS 24 classification 

categories of land-use data for interpolating topography and land surface 

characteristics (from standard geogrid package in WRF) at different spatial 

resolutions for different levels of nesting: We use 10', 5', and 2' geogrid resolution 

for the outermost, intermediate, and innermost model domains, respectively.  The 

model has 28 levels in the vertical with the model top set at 50 hPa.  For other 

physical parameterization schemes, we selected (from WRFôs available options) 
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Single-Moment (WSM) 3-class simple ice scheme for microphysics; Dudhia 

scheme for shortwave and Rapid Radiative Transfer Model (RRTM) scheme for 

longwave radiation; Monin-Obukhov Similarity scheme for surface-layer process. 

The YSU scheme is used for boundary layer mixing and Thermal Diffusion is 

chosen for land surface process. 

  Each of the 4 cases in Table 1Table 1 consists of seven 92-day continuous 

runs for the 7 winter seasons (November-January) from 2003-2009. (Winter 2009 

refers to November 2009-January 2010.)  Sea Surface Temperature is updated 

daily and is provided from FNL data.  As explained in Introduction, winter is 

chosen because the model generally simulates the climatology of the cold season 

more accurately than the warm season.  Note that for water resource applications, 

wintertime rainfall is particularly important over the semi-arid part of Arizona, 

where rainfall in summer is quickly recycled back to the atmosphere due to 

intense evaporation [e.g., Bryson and Hare, 1974].  

To compare the WRF simulations of winter seasonal rainfall with 

observation, we will use the PRISM (Parameter-elevation Regressions on 

Independent Slopes Model, data archive available at 

http://www.prism.oregonstate.edu) monthly mean precipitation dataset.  It is 

consolidated from station measurements with spatiotemporal interpolations [Daly 

et al., 2000; Gibson et al., 2002) and is the official climatological rainfall data of 

USDA. 
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3.4 Results 

3.4.1 Seasonal cumulative rainfall  

We first analyze the simulated rainfall based on two variables, RAINC and 

RAINNC, from the WRF model output. The former is the rainfall produced by 

cumulus parameterization and the latter is the rainfall produced by grid-scale 

processes, including mechanical lifting and adjustment of thermodynamic profile 

at grid scale.  Figure 9a and b show the seven-winter mean of November-January 

cumulative rainfall produced by parameterized subgrid-scale convection and grid-

scale processes, respectively, from the 12 km run.  At this resolution, grid-scale 

rainfall is already the dominant contributor to the total rainfall, in comparison to 

coarse resolution global climate models for which the precipitation generated by 

subgrid-scale convective scheme is comparable to grid-scale precipitation. The 

maximum of rainfall over central Arizona (along the Mogollon Mountains) in 

both panels reflects topographic influence.  A maximum of rainfall just south of 

U.S.-Mexican border (at the bottom edge of the plot) in Figure 9a is due to the 

fact that that particular spot is over the water (Gulf of California).  Note that in 

this study we do not analyze snowfall, which is otherwise substantial over areas 

with high altitude in northern Arizona.  

 Figure 9c and 9d are similar to Figure 9a and 9b but for the simulations 

with 6 km resolution that retained cumulus convective parameterization.  The 

refinement of resolution from 12 to 6 km leads to a further decrease of the relative 

contribution of the subgrid-scale convective rainfall as expected.  Interestingly, 
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the total rainfall (RAINC+RAINNC) increases with resolution, as further shown 

in Figure 10a (total rainfall at 12 km resolution) and Figure 10b (6 km resolution).  

This increase occurs not only over the central mountain range of Arizona but also 

over southern Arizona where the mountains are shorter, more scattered, and with 

smaller scales (therefore the increased resolution leads to enhanced effects of 

those mountains on rainfall).  

  Given the diminished contribution of parameterized subgrid-scale 

convection to the total rainfall at 6 km resolution, we next experiment with an 

identical set of runs but with cumulus convective scheme turned off.  The total 

winter seasonal rainfall (that comes entirely from RAINNC) for this run is shown 

in Figure 10c.  It is found that eliminating the convective parameterization only 

very slightly affects the total rainfall. (The case with RAINC=0 produced even a 

slightly greater amount of total rainfall.)  Without cumulus parameterization, grid-

scale rainfall (RAINNC) was enhanced to compensate for the absence of subgrid-

scale convection. This behavior is qualitatively understandable since, given the 

large-scale moisture convergence, a certain amount of rainfall is anticipated in 

order to restore static stability and maintain water balance. Without cumulus 

parameterization, grid-scale processes do all the work to produce this amount of 

rainfall. 

 With the insight from the two sets of 6 km runs, we then executed the 3 

km runs without cumulus parameterization. Figure 10d shows the total winter 

rainfall from this set of runs.  The increase of horizontal resolution from 6 to 3 km 

leads to a relatively smaller change in the total rainfall for Arizona, compared to 
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the change from 12 to 6 km (this will be quantified in the discussion related to 

Figure 14). The 3 km run does produce a few spots of intense rainfall over the 

mountain range in central Arizona that are not as pronounced in the 6 km runs.  In 

addition, at 3 km resolution one begins to notice northwest-southeast oriented 

"streaks" in the rainfall pattern, which likely reflect the effects of the fine-scale 

topography in that region.  The substantial increase in regional rainfall from 12 to 

6 km cases underscores the sensitivity of seasonal rainfall simulation to model 

resolution.  From 6 to 3 km the total simulated rainfall begins to convergence (as 

will be more clearly demonstrated in Figure 14). We should next examine 

whether they converge to the observed climatology. 
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Figure 9: The cumulative rainfall for winter season (November 1 ï January 31), 

averaged over 7 winters from 2003 to 2009, from different sets of runs.  (a) 

Rainfall produced by subgrid-scale cumulus parameterization (RAINC) from the 

12 km runs. (b) Rainfall produced by grid-scale convection (RAINNC) from the 

12 km runs. (c) RAINC from the 6 km runs with cumulus parameterization turned 

on (d) RAINNC from the 6 km runs with cumulus parameterization turned on. 

Boxes (i) and (ii) in panel (a) are the areas chosen for the further analysis of the 

time-series of rainfall in Figs. 5-7.  Box (i) is defined as 111.78
o
W-113.61

o
W and 

31.90
o
N-33.69

o
N and box (ii) defined as 109.35-112.02

o
W and 33.25

o
N-35.18

o
N. 
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Figure 10: Same as Figure 9 but for different runs or combinations of variables 

for rainfall. (a) Total rainfall (RAINC+RAINNC) from the 12 km runs. (b) Total 

rainfall (RAINC+RAINNC) from the 6 km runs with cumulus parameterization 

turned on. (c) Total rainfall (all produced by grid-scale convection, RAINNC) 

from the 6 km runs with cumulus parameterization turned off. (d) Total rainfall 

(RAINNC) from the 3 km runs. 
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3.4.2 Effect of changes in time step size 

The tests of numerical sensitivity and convergence have been significantly 

expanded to include experiments on changing the time step size. After examining 

the effect of the model grid refinement, a set of new runs for testing numerical 

convergence with a reduced time step is performed at a 3 km grid resolution. In 

these runs the time step size was changed from 288 to 144 seconds. Figure 11 

shows the changes in winter seasonal rainfall by halving dt for two contrasting 

years of 2006 (Arizona just recovered from a drought in 2006) and 2009. The 

results generally assure that (for the range of time step size we use) the 

dependence of the simulated seasonal rainfall on dt is weak. The impact of 

changing dt on the frequency and intensity of extreme rainfall hourly amounts 

remains to be analyzed.  
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Figure 11: The cumulative rainfall for winter season (Nov 1 - Jan 31) for (a) year 

2006 with temporal resolution dt (where dt = 288s), (b) for half the temporal 

resolution dt/2, (c) and (d) are same as cases (a) and (b) but for year 2009. 
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3.4.3 Isolating the effects of refining grid resolution vs. refining topography 

The existing runs with changing horizontal resolution include two effects 

due to the change of model grid size and the refinement of topography. New 

experiments are performed to separate these two effects. Figure 12 shows the 

outcomes of two new runs using the coarser 10' topographic data (interpolated to 

model grid) in the surface boundary condition for both 6 km and 3 km runs, and 

compare them to the existing 6 km and 3 km runs with 2' topography.  The results 

indicate that the effect of changing the resolution of topography is not negligible 

(using the 2' topography leads to more "streaks" in the rainfall pattern whose 

realism remains to be analyzed). Yet, even with a fixed topography the effect of 

changing the grid resolution alone can explain a large portion of the change in 

seasonal rainfall from 6 to 3 km resolution in previous simulations.  
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Figure 12: The cumulative rainfall for winter season for year 2009 for  (a) 6 km 

run with 10' resolution, (b) 6 km run with 2' resolution, (c) 3 km run with 10' 

resolution, and (d) 3 km run with 2' resolution (here resolution refers to 

topographic not model grid resolution).   
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3.4.4 Comparison of simulated rainfall with PRISM observations 

 Figure 13 shows the seven-year average of the winter (November-January) 

cumulative rainfall from observation that can be used to compare to the model 

simulations in Figure 9. Figure 14 further compares the simulated year-to-year 

winter seasonal rainfall at different model resolutions with the corresponding 

observations.  The observations are based on the PRISM dataset [Daly et al., 

2000; Gibson et al., 2002] of monthly mean rainfall. They are shown in Figure 14 

in the leftmost column. The other 3 columns show the simulations with 12, 6, and 

3 km resolutions. (For brevity, for the 6 km runs we only show the case with 

cumulus convective scheme turned off.) This comparison reveals several 

interesting behaviors of the simulated rainfall. First, the model simulations (at all 

resolutions) did qualitatively capture the interannual variability of rainfall over 

Arizona. For example, the model produced a very wet winter for 2004 and a dry 

winter for 2005 as observed. This is further illustrated in Figure 15, the 

comparison of the year-to-year domain averaged rainfall with observation 

(PRISM data) for (a) the entire Arizona, (b) Box (i), and (c) Box (ii) (the two 

boxes are marked in Figure 9a).   In Figure 15a, we have also added the rainfall 

from coarser resolution runs with 54, 36, and 18 km grids, taken from the 

outermost or intermediate domains for the major simulations.  They are not 

included in the plots for Box (i) and (ii) because with the coarse resolution the 

number of grid points within each box is relatively small, rendering the statistics 

less reliable.  Except for the case with the lowest resolution (54 km), all other 

simulations capture a significant portion of the observed interannual variability of 
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rainfall.   The more notable difference among those runs is actually in the long-

term mean, for which the 36 km case matches well with observation while the 

runs with higher resolutions produce excessive rainfall.  A plausible explanation 

is that 36 km is close to the resolution used by the majority of applications of 

WRF and likely the resolution used for model validation during the development 

phase of the model. If the model was previously tuned at around 30 km resolution 

for its climatology to resemble observation, there is indeed no guarantee that 

refining (or coarsening, as is the case of 54 km run) the resolution will improve or 

maintain the simulated climatology.  That Figure 15 shows otherwise is an 

indication that the physical parameterization schemes in the model are not 

resolution dependent. As surveyed in Introduction, most of the existing climate 

downscaling experiments have used a horizontal resolution coarser than 12 km. 

Given our finding, those appear to be sensible choices; We caution against hastily 

pushing for increasingly higher resolutions without carefully validating the model 

climatology at those resolutions. 
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Figure 13: The cumulative observed rainfall for winter season (November 1 ï 

January 31), averaged over 7 winters from 2003 to 2009, using the PRISM 

monthly data.   
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Figure 14: A year-by-year comparison of the simulated winter seasonal-mean 

rainfall with observation using the PRISM dataset. The 7 winters are arranged 

from top to bottom. The observation is shown at the leftmost column, followed to 

the right by the simulations with 3 km, 6 km, and 12 km resolution. For brevity, 

for the 6 km runs only the case with cumulus convective scheme turned off is 

shown. The results for the case with convective scheme turned on are similar in 

pattern and magnitude. 



  47 

An encouraging aspect of Figure 15 is that it shows the merit of using 

WRF to simulate interannual variability of rainfall (even without interior nudging, 

as is the case of our simulations) in the context of climate downscaling. This 

conclusion is slightly more optimistic than some recent studies [Rockel et al., 

2008 and discussions therein] that voiced concerns that the amplitude of 

interannual variability is reduced in climate downscaling especially if the regional 

model domain is large and interior nudging is turned off.  However, this study has 

used a smaller model domain and a higher horizontal resolution than those 

adopted by Rockel et al. [2008] and related studies. Thus, the finding here is still 

consistent with the view of Rockel et al. that using a smaller domain helps 

alleviate the problem of the loss of low-frequency variability.  
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Figure 15: Comparisons of the simulated winter seasonal mean rainfall with 

observation. Shown are the averages over (a) the entire innermost model domain 

that covers the State of Arizona; (b) Box (i), and (c) Box (ii) (as marked in Fig. 

2a).  The observation from PRISM data is in dark blue. The cases for the 

simulations are labeled in the legends. See text for detail.   



  49 

 

3.4.5 Temporal characteristics of rainfall and extreme events 

 Figure 16 shows the model simulated hourly rainfall for one of the 

winters, November 2009 - January 2010, for a sub-domain over southern Arizona 

marked as box (i) in Figure 9a.  This box covers a region with relatively flat 

topography and modest rainfall. Red and blue are the hourly rainfall and 

cumulative rainfall, respectively. The eight panels in that figure are from the runs 

with different resolutions, and further separated into subgrid-scale (convective 

parameterization) and grid-scale rainfall, as detailed in the caption.  What is 

noteworthy here is not the difference, but the similarity, among the eight panels. 

A significant rainfall event is usually picked up by all runs regardless of their 

horizontal resolutions (e.g., compare the last four panels); The difference is in the 

magnitude of rainfall.  Also, the time series of the rainfall produced by subgrid-

scale convective parameterization (RAINC) is similar to that produced by grid-

scale processes (RAINNC), only that the latter has larger amplitude (e.g., 

compare panel c with panel d).  Although we only show the detailed time series 

for one winter, the characteristics described above are shared by the simulations 

for the other 6 winters.  
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Figure 16: Time-series of hourly rainfall averaged over box (i) in Fig. 2a for 1 

Nov 2009 - 31 Jan 2010 for different sets of runs. Red and blue curves are the 

instantaneous and cumulative rainfall, respectively. The top 4 panels correspond, 

in the same order, to the 4 panels shown in Fig. 2 (panel a in Fig. 6 corresponds to 

panel a in Fig. 2, etc.). The bottom 4 panels correspond to the 4 panels in Fig. 3 

(panel e in Fig. 6 corresponds to panel a in Fig. 3, etc.)  The scale at left, in mm, is 

for the cumulative rainfall and scale at right, in mm/hr, is for the instantaneous 

rainfall. Abscissa is time in hours since 00Z, 1 Nov 2009.     






























































































































































