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ABSTRACT

This study performs numerical modeling for the climate of searid
regionsby running a higfresolutionatmospheric model constrained by large
scale climatic boundary conditions, a practice commonly called climate
downscaling. These investigations focus especially on precipitatiand
temperature, quantities that acatical to life in semiarid regions.Using the
Weather Research and Forecast (WRF) model, ahgdrostatic geophysical
fluid dynamical model with a full suite of physical parameterization, a series of
numerical sensitivity experimentre conducted to test how the intensity and
spatial/temporadistribution of precipitation change with grid resolution, time
step size, theesolution of lower boundary topography and surface characteristics.

Two regions, Arizona in U.S. and Aral Sea region in Central Asia, are
chosen as the tebeds for the nuerical experiments: The former for its complex
terrain and the latter for the dramatic maade changes in its lower boundary
conditions (the shrinkage of Aral Sea). Sensitivity tests show that the
parameterization schemes for rainfall are not resoluhdependent, thus a
refinement of resolution is no guarantee of a better result. But, simulations (at all
resolutions) do capture the int@nnual variability of rainfall over Arizona.
Nevertheless, temperature is simulated more accurately with refinement i
resolution. Results show that both seasonal mean rainfall and frequency of
extreme rainfall events increase with resolution. For Aral Sea, sensitivity tests
indicate that while the shrinkage of Aral Sea has a dramatic impact on the
precipitation over theconfine of (former) Aral Sea itself, its effect on the



precipitation over greater Central Asia is not necessgridater than the inter
annual variability induced by the lateral boundary conditions in the model and
large scale warmingn the region The numerical simulations in the study are
cross validated with observations to address the realism of the regional climate
model.

The findings of this sensitivity study are useful for water resource
management in serairid regions. Such high spatiemporalresolutiongridded
data can be used as an input for hydrological models for regions such as Arizona
with complex terrain and sparse observationssuRsfrom simulations of Aral

Sea regiorare expected to contribute to ecosystems managdaredéntral As.
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Chapterl

1. INTRODUCTION

This work focuses othe need to relatlocat and regionabkcale climate
variables to the large scale atmospheric forcingslinyate downscalindor semt
arid regions The term dAclimate downscalingo ref
resolution atmospheric model to produce detailed regional clingiden the
large-scale boundary conditions provided by the output of coarse resojjihioel
climate modelsor by coarse resolution observatio$e numerical simulations in
this study will use th&Veather Research and Forecasting (WRF) maddskries
of numerical sensitivity experiments will be conducted to test how the intensity
and spatial/temporal distribution of precipitatiand temperaturehange with
grid resolution,physical parameterizatiortiime step size, resolution of lower

boundary topogghy andchange irsurface characteristics.

1.1 Motivation

The climate variabilityis important andaffects many aspects of human
life in semtarid regions. Water resaes are scaedn suchregiors and a slight
reduction or increase in rainfall can grue huge impact on societal livinghus,
theseregions are very sensitive to small changes in climate. For exasmpéd,
changein climatecan causéaming droughtsor local floods, and people need to

managewater resourcefor longterm developmentHence, it is important that

1



climate variability ina semiarid region should be well understood in order to

formulate more sustainable policies and strategies. According to the assessment of
popul ation | evels by the Ofyce to Combat
United Nations Development Programme (UNDP), the arid and-aedregions

in the world account for ggwoximately 30% of the world total area and are

inhabited by approximately 20% of the total world population. The arid and semi

arid regions hold are about 24% of the total population in Africa, 17% in the

Americas and the Caribbean, 23% in Asia, 6% intralis. and Oceania, and 11%

in Europe[UNDP/UNSQ 1997. Thus,the intensity of extreme events of rainfall

has important implications for regional climate and water management of semi

arid regions.

1.2 Need for Downscalin@f Global Climate ModeSimulatons

We rely on the output of global climate models to makajor decisions
on economical andsocietal activities There have beenconsiderable
improvemersg in the last two decadesn the quality of climate models
Nevertheless, even the state of the amaie models have coarse resolutiohs
O(100 km)[IPCC 2007, for examplesee Figure 1] which is not sufficient to
resolve mesoscale flowAt this length scal®(100 km)or above global climate
modebk simulate lage-scale circulation patterfj§&iorgi, 1990;Hurrell, 1995] and
their outputcanbe used to define the boundary conditionsni@soscalenodels.

Global models lack the ability teesolvefine topographyat local scalesThus,



climateinformation derivedfomthemneeds to be further downscaledrtgprove

the accuracyf assessingnd predictingclimateat local and regional scaleBor

the purpose of this study, it is important to note thnatt of the rainfall in the
global modelsis produced by subgrscale precipitation with very crude
representation of surface heterogeneity within a grid box. While those models
have produced meaningful projections of lasgale hydrological conditions in
future climate [e.g.,Seager et al2007], they are less uséfa predicting local
changesin precipitation especially for regions characterized by complicated

terrain and/or spatially concentrated rainfall patterns.



Figure 1. Improvement intopographicresolutions for global climate met$
according to Intergovernmental Panel on Climate Change (IP@)four panels

are the Assessment Reports (AR)[IPCC, 2007] The First Assessment Report
(FAR) was released in 1991, Second Assessment Report (SAR) in 1996, Third
Assessment Report (TARM 2001 and Fourth Assessment Report (AR4) in 2007.
The grid resoluon for each AR is shown in thegorresponding figure parsel

The highlighted black circle in first panekhows missing Iceland and England
from topographic resolutiorfrom FAR. Improvements in ARsmade these
topographic features explicitly visible with advancements in timeirated in

ARA4.



As a potential remedy, a complementary approach has been developed that
utilizes largescale boundary conditions to constrain a mesoscale madieny
term, regional climate prediction [e.¢teung,2003;Leung and Qian2003;Lo et
al., 2008]. These constraints prevent the model from drifting away from the
driving conditions applied on the boundary conditions, especially in mid and
upper tropospere regionsGiorgi and Bates1989;Giorgi and Marinueci 1991].
Thus, the mesoscale model simulation is usually driven by time dependent large
scale fields (e.g. wind, temperature, water vapor and surface pressure) provided
either by analyses of obsetis or bya GCM to the lateral boundaries of the
domain.This approach allows regional climaafures and extreme events to be
more realistically simulated and produce results that are more accurate than those
from the driving GCM. A regional climate adel (RCM) usually has a different
horizontal and vertical resolution and set of parameterizations from those of
GCMs which are forcing RCMsAnother benefit of running a regional climate
model is that its output can be further used aspunt for a hydréogical model at

micro-scaleto improve water resource management.

1.3 Objectives

Because the prediction of climate change is vital for mitigation,
adaptation, and planrgnin various sectors of society aritie economy,
guantifying uncertainty aifferent resolutions is importanthus, theobjective of

this research is tetudy the numericasensitivity for regional climate, fasing
5



specially on rainfalfor semtarid regions. The central problem to address in this
thesis is the sensitivity of mesade climate simulations as the model resolution
approaches the "clougsolving scale” ok < 10 km. Using the Weather Research
and Forecast (WRF) modelSkamarock et al 2008], a nofhydrostatic
geophysical fluid dynamical model with a full suite of ploal parameterization,

a series of numerical sensitivity experiments are conducted to test how the
intensity and spatial/temporal distribution of precipitaton temperaturehange
with grid resolution, time step size, resolution of lower boundary ta@pdy and
surface characteristics. Two regions, Anaoin U.S. and Aral Sea in Central
Asia, are chosen as the testbeds for the numerical experi(freguse 2). Inspite

of being different in landscapes and at different locatiahey have scanty
rainfall and desert vegetation. The fornfers dramatic contrasts in topography
and local rainfall patternsSeller et al, 1960;Sheppard et al.2002;Woodhouse
1997] that provide an ideal test ground for studying the impact of model
resolution. The latter regiortoncentrates on addressing tkensitivity of
simulated precipitation and temperature on a ceangdistribution of surface
characteristics anthnd maskat the surfaceThe numerical simulationfor both

the regionsarecomparedwith observations to address the realism of the regional

climate model.
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See link for more details:
(http://www.syngentafoundation.org/index.cfm?pagelD=4Blostly, arid and

semiarid regions are subtropics

1.4 Regional Climate Modeling

For the first part of thetudy, simulations for Arizona are performed over
seven vinter (NovembefJanuary) seasons. The dependence of the climatology as
well as highfrequency behavior of simulated rainfall on model resolution and/or
subgridscale convective scheme is analyzed. To maintain focus, the analyses
focus on liquidform preciptation. For completeness, wintertime snowfalklso

studied for two years for Arizona. Winter season is chosen for most of the



simulations because numerical models, whether global or regional, are widely
known to produce substantial bias in North Amamicsummer monsoon [e.g.,
Collier et al, 2007; Lin et al, 2008]. Their performance for wintertime
precipitation is generally more robu3ithe second part of the study investigates
the effect of change isurface topography and surface vegetation coverage

Aral Sea region. Here, both wintertime and summertime regional climate
simulations are performed for two decades. Both forms of precipitations (rain and
snow) andemperature are studied over the regibo.quantify the sensitivity of

the changing st@mce boundary condition, a set of simulations with an identical
lateral boundary condition but different extents of the Aral Sea are performed.
These regional climate simulations will be performed using the WRF model.

While using aregional climate modelone has to make sure theie
domain used in the simulations big enough to allow full development of
circulations and horizontal resolutiayptimum to capture smailscale features.
Thus, for simulation®f Arizona, the outermost domain covers almost [glete
US and some North Pacific Ocean and for Aral Sea the outermost domain covers
almost Asia and some parts of Euroée use nesting to downscale the climate
data form coarse to fine resolutiower an area of interest domain. During this
process, ti is expected that as the grid spacing is decreased, the simulations
produce results closer to observations due to the refinement in topography. This
primary hypothesis is designed to test the sensitivity of the model at different grid
resolutions of 12 to 3rk. It is hypothesized that, as grid spacing is decreased
below 12 km, the simulation results match close to observations. For this premise,

8



Arizona is used as a telséd. A secondary hypothesis testsrefduction in
vegetation coveand drying of water baes has an effect otecrease in rainfall

and increase in warming in a region. Aral Sea region in Central Asia is selected
for this hypothesis.

Regional climate models (RCMs) play an important rolelomnscaling
global climate model information to the regal and localscaleat which local
stakeholders and decision makers operataes dissertatiorwill contribute to
climatescienceand applicationsf RCMs to hydrological, ecological, agricultural
and water resource managem@nbblems, including the sty of hydrologic
extremes for event rainfall amounts. A byproduct of the analysis from some
simulations also provides insight on the interaction of regional and local climate
with largescale climatic conditions.

In chapter2, the Weather Research andéaasting (WRF) model shall be
introduced and the numerics and physics inside the model will be discuBksed.
chapter3 examines the numerical sensitivity of the model for our first test domain
of Arizona.Chapter 4 is an extension of the study on Ar&zahere we compare
station observations with simulationB1 chapter5, the sensitivity tests are
performed at a different level of complexity over Aral Sea region by artificially
modifying the model to replicate the true changed surface characteristite |
sixth chapter the dissertatiowill conclude stating the future goals after

summarizing the results.



Chapter2

2. WRFMODEL

The model used for this research work is the Advanced Res@arather
Research and Forecasting (WRBRW) version 3.1The Weather Research and
Forecasting (WRF) model is a Numerical Weather Prediction (NWP) and
atmospheric simulation system designed for both research and operational
applications Wang et al. 2008]. We present a brief overview of the WRF Model

to get anmsight about the modeling technique and procedure.

2.1. Governing equations

The fundamental equations that govern the motions of the atmospbkere
derived from the basic laws of physics, particularly the conservation laws of mass,
momentum and energy. &ddition to the three conservation laws, climate models
require an equation of stateatirelates several parametersotber equations and
a moisture equation. For atmosphere, equation of sed#tes the pressure,
density and temperature. This equatitogether with the moisture equation and
the equation for conservation of mass, momentum and energy, constitute the basic
equations used in climate modeling.

NavierStoke Equations are:

Momentum equation: v +vbv=- le +2WB v+nD?v @D
r

Continuity Equation: % +B(rv)=0 )
10



Equation of state: p=rRT ©)]

The extra term2WR v in momentum equation ihe Coriolis term, where
W is the angular velocity and is the velocity vector. We use thermodynamical

eqguation to calculate temperatamed potential temperatuggven by:
%+V.DT:/(DZT +Q; (4)

Conventonally, NavierStoke equation doesn't have moisture equaiide focus

on moisture to analyzprecipitaton. So, the general equation fmoisture q is

given by,
L rPlva)=Q, (5)

All the above equations constitute thasic equations used in climate

modeling. The global climate models have grid spadixg- O(10km) but the
Kolmogorov scale is~O(cm). Hence, finer structures appear with increasing

resolution. But, it is computationally not pdss toreach closéo Kolmogorov
scale for climate simulatiorfer relatively large domains. This brings us to make

certain approximations. For atmospheric model, WRF, we neglect actual

11



molecular viscosity from momentum equation. Thus, the rest of thes term

momentum equationesolveonly the largescale flow and a lot of phenomenon
are unresolved. Instead, we include big forcing/dampengsk, ,F, ,F, and~, .
These terms are the result of gyl scale processes. A part of these terms
include Corolis force termsk,_,F, andr, , that are real and resolved. The
restterms compensater the phenomenon that remains unresolved. These terms

include diabatic forcings like solar radiations and parameterizegyrstilscale

effects thainvolve smal-scale momentum fluxes.

The equationsn the WRF modeluse a terrakiollowing mass vertical
coordinate [Laprise 1992] with top of the model as a constant pressure sudace
better simulateairflow over conplex terrain. The equations use a terrain

following hydrostatiepressure vertical coordinate defined by a normalized

hydrostatic pressure (or mass) as,

h=(p,- Pu)/ 1, (6)

where M= p,.- Pn.. P, is the hydrostatic component of theegsure,

P.s Is the pressure at the surface afg, refer to values along the top

boundaries. Value of varies from 1 at the surface to 0 at the upper boundary of

the model domain as shownhingure3. Sincethe vertical coordinates pressure

based and normalized, it is easy to mathematically cast governing equations of the

12



atmosphere into a relatively simple forfhis terrainfollowing mass vertical
coordirate has its advantages: The coordinate system conforms to natural terrain.
This allows for good depiction of continuous fields, such as temperature
advection and winds, in areas where terrain varies widely but smoothly. It lends
itself to increasing vertal resolution near the ground. This allows the model to
better define boundaihayer processes, such as diurnal heating;lexel winds,
turbulence, lowlevel moistureand static stabilitylt eliminates the problem of
vertical coordinate intersecting ghground, unlikein height or isentropic

coordinatesystems

P, =constant

0.2

0.4

0.6

0.8

Figure 3: WRF # coordinate showing a terrainfollowing mass vertical

coordinatewith a value of 1 at the surface and 0 at the top of troposphere

Using this vertical coordinate, the fkigrm NavierStoke equations used

in the model are:
13



B pavu)+r,(ps)=F,
pt

\VJ " .
I“IE+(E>0VV)+F’y(|o,/ )=F,

L T BOW)R (pr)=F,

§+(DG/Q): Fq

The pressure gradient termsntomentum equations are given by,

P.(p.F)=(a/a,)- m.(p7,)+m,(pr, )]
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P,(n.F)=(a/a,)- n,(pf,)+m, (07, ) (15)

Px(p’n):-gm_l[(a/ad)ph - n} (16)

where nfx,y) represents the mass of dry air per unit area within the column in

the model domain &tx, y) , hence the flux form variables are defined as:

1
U=m/mV =m/mW =mv/mW=nh /m,Q=mgm.

where, m is the mapsale factor that maps the equations to the sphere. To
transform the governing equations, map scale fadixrsand Dy are defined as
the ratio of the distance in computational space to the corresponding distance on

theeart hés surface:

(D, D) an

(m"m/)_distance)nearth '

The solver supports foyarojections to the sphere: thembert conformal,
polar stereographianercator, and latitud®ngitude projectionsHaltiner and
Williams, 1980]. Theeprojections use nmfactors. Computationally, grid lengths

Dx and Dy are constants. However, the physical distances between grid points in

15



the projection vary with position on the gri/e usemercator projection in our
simulations.

The velocities V =nv=(u,v,w) are the physical velocities in two
1
horizontal and one vertical directiow =/ is the transformed 'vertical' velocity,
g is the potential temperature ad coupled potential temperature.
Q.=my,; Q,=Q,,Q.,Q.,..., represent the mass of tga vapor, cloud, rain,
etc. g. is the mixing ratiolmass per mass of dry airj;= gz (the geopotential),
p(pressure)and a, is the specific volume of the dry airand a =1/r is the

specific volume that includes all moist species,&e&a, (1+ g, +0. +q )1

To close the system, the diagnostitatien for the specific volume is

given by the hydrostatic relation for dry air,

f,=-a,m, (18)

and the moist equation of staitegiven by,

p=po(RigA+(R,/R)a,)! poay ) (19)

where g=c,/c, =14 is the ratio of the heat capacities for dry &, is the gas
constant for dry air, ang, is the reference pressure (typically’ Hascals) The

righthandside termsF,, F,, F, andF, represent forcing terms arising from
16



model physics, turbulent mixing, spherical proj@es, and the earth's rotation.
Thus, we include all the processes that we can resolve or parameterize. Also, the
fine structures always appear with increasing resolution. Resolving these small
structures is a primary reason for increasing spatial resoluti@nsdller has the
ability to correctly represent structures at the resolution limits

(approximatelysDx - 10Dx).

Production of rainfall

Precipitation is a result of moist convection. Moist convection is the key
process in regulating the wateapor in the atmosphere, which provided the
largest feedback for climate change. Moist convection is divided in two
categories: deep convection and shallow convection. Deep convectioogtyare
vertical moist towers of water vapor with strong updraft mofiio troposphere
that produces precipitatiprand then warms & dries the atmosphere. Shallow
convections ar@ot deep enough for precipitation processes to plapajar role
in cloud developmenftThey arewveak vertical velocity towers that do not produce
precipitation, warming or drying as water is not removed from atmosphere. Since,
individual moist convection happens at a very small scalel(®® m), it is
computationally impossible to represent these processes on the grids of most
numerical weather prextion models $tensrug 2007]. Production of rainfall is
analogical tosqueezing a wet towekherein it causes water to fall out. Likewise,
the drier the air, mordneight it needs to make clouds and rain. Thus, the

atmosphere needs to be unstdblecorvection to happen andltimately produce

17



rainfall. If there is little amounbf moisture in boundary layer, which ot
enough for atmosphere to leada@onvective unstable profile, then atmosphere
will remain stable and vieceersa. At some point the nsture convergence and
vertical temperature due to heating of surface gets high enough that entire column
becomes moist and unstable. The instability results in latent heat release that
producedfrom condensation in mid and upper levels of atmosphédrs. [@tent

heat release reduces the density in upper levels, produce rainfall and restore
stability [Marshall and Plumb2008]. We will use a cometivescheme based on

this principle byKain and Fritsch[2004].
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2.2 Model Discretization

The spatial disetization in the ARW solver uses Arakawag@d
staggering with #- to 6"-order advection options in horizontal and vertidae
ARW solver advances in time using a tis@it integration scheme. The model
uses a thirgbrder RungeKutta (RK3) time intgration scheme. The RK3 time

step is limited by the advective Courant numbBt/Dxand t he wuser déds <choi

advection schemes. WRBffers an option to choose from"2to 6" order
discretizations for the advectionrnes. The timestep limitations for 1D
advection in the RK3 scheme using these advection schemes are givarkén
and Skamaroc002].

For stability, the time step used in the ARW should produce a maximum
Courant number less than that given by theditys, for 3D applications, the

time step should satisfy the following equation:

= (20)

Given additional constraint from the time splitting, and to provide a safety
buffer, we usually choose a time step that is appraein®5% less than that
given by above equation. This time step is typically a factor of two greater than
that used in leapfregased modelsFigure 4 shows different horizontal and

vertical grid configurations of WRF model.
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Figure 4: Horizontal and vertical grids of the ARWith scalars in the center of

grid box and vectors at the center of edges.

For ARW the timestep configuration constraint is determined by the

smallest physical horizontal grid spag, min(Dx/ m,,Dy/ my).
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Figure 5: lllustration of typical nesting in ARW modeHere a 3:1 embedded
nest is shownScalar temperature is calculated at the center of grid box and

velocities at theenter of sides.

Figure5 shows the illustration of Arakaw@ staggeredyrid for a parent
domain with an imbedded nest domain with a 3:1 grid size ratio. The solid lines
denote coarse grid cell boundaries for theepadomain, and the dashed lines are

the boundaries for each fine grid cell of the child domain. The horizontal

components of velocitfUand/) are defined along the normal cell face, and the

thermodynamic variableéq) are defined at the center of the grid cell.
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Begintime step

v

A Runge-Kuttaloop (steps 1, 2, and 3)

3| Calculate advection, p-grad, buoyancy, physics

Calculate Physics: F,, (everytime step); F,, (5 min);
F..s (30min) (only for RK step 1)

——>] Acousticsteploop =

(i) advance U,V
(ii) advance p, Q
(iii) advance w, ¢

End acoustic loop €&

3| Advance scalars (Moisture)

End Runge-Kuttaloop [€

v

Adjustment physics
(currently microphysics): every timestep

v

Endtime step

Figure 6: A flowchart showing the steps followed in the WRF model for a time
step computation and instances when and where physics is called atirimg

step.
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2.3 WRF system

WRF runs with usedefined initial and boundary conditions. WRF utilizes
WPS (WRF Preprocessor System) that transforms the large terrestrial and
meteorological data availabtaline on global grid resolution as arput to WRF
modelfor real casesSteps for this procedure are as followgstly, we define a
physical grid (including the projection type, location on the globe, number of grid
points, nest locations, and grid distances) and interpolate static fields to the
prescribed domainSecondly, we convert the metrological data to the desired
format required for the selected domain. Thirdlyteafspecifying the domain with
the required parameters, WPS horizontally interpolates the meteorological data
onto the projected domain(s). Tipgogram METGRID from WPS presents a
complete i mensi onal dat aset of vari abl es on
horizontal staggering at the selected time slices, which is sent to the ARW pre
processor program for redhta cases.

The input to the ARW realata processor from WPS contains 3
dimensional fields (including the surface) of temperature (K), relative humidity
(and the horizontal components of momentum (m/s, already rotated to the model
projection). The Zlimensional static terrestrial fields inckidalbedo, Coriolis
parameters, terrain elevation, vegetation/lasd type, land/water mask, map
scale factors, map rotation angle, soil texture category, vegetation greenness
fraction, annual mean temperature, and latitude/longitude. Tdien&nsional
time-dependent fields from the external model, after processing by WPS, include:
surface pressure and deael pressure (Pa), layers of soil temperature (K) and
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soil moisture (kg/kg, either total moisture, or binned into total and liquid content),

snow dept (m), skin temperature (K), sea surface temperature (K), and a sea ice

flag. Figure7 showsa schematidlowchartof thesteps followed i'WRF code.In

the RungeKutta 3 (RK3) Wicker and Skamarock2002] scheme, pisics is

integrated within the RK3ime integration.Within the acoustic integration, the
acoustictimes t ep @&U i s s p Ehe éfigiency ofing RK3hireesplits e r .
scheme arises from the fact that the RKS3
acoustic time step U, hence the most cost

lessfrequent RK3 steps.

oy
u

Static
Data

e

o
S Real Data

Data System
— REAL

-] GEOGRID

WRF y Y

Preprocessing | METGRID WRF
System

Figure 7: Schematic showing the data flow and program componentsiR.W

To conclude, we will use WRF Model with multiple nesting, configuring
the innermost domain to covére desired domain inonsideration. The reader

arereferred taSkamarock et a[2008] for further details on WRF.
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Chapter3

3.ARIZONA STUDY: PART 1

3.1. Background

As discussed in Chapter lipbal climate models have a coarse resolution
of O(100 km). At that resolution, most of the rainfall is prostiidy subgrie
scale convective parameterization with a very crude representation of surface
heterogeneity within a grid box. While those models have produced meaningful
projections of largescale hydrological conditions in future climeeg.,Seager et
al., 2007 Mariotti et al, 2008, they do not have the capacity to predict local
climate changes at the mesoscale especially for regions characterized by
complicated terrain A complementary approach odimate downscalingpas been
developed that uses tgrscale boundary conditions to constrain a mesoscale
model for longterm, regional climate predictidme.g, Giorgi et al, 2001, Leung
et al, 2003 Lo et al, 200§. The increased model resolution allows an increase
in the fraction of griescale precipation and reduction of parameterized subgrid
precipitation. This, combined with a refined representation of topography and
surface heterogeneity, might help improve the realism of simulated precipitation
[e.g.,Giorgi and Marinuccj 1996 Leung et al 2003 Kim, 2004 Duffy et al,
2006 Duliere et al, 201]). Stateof-the-art climate downscaling studies for
seasonal and longer time scales have so far adopted a horizontal resolution within
the range of 1:50 km[e.g.,Knutson et al.2007;Rockel et al.2008 Caldwell et
al., 2009 Bukovsky and Karoly2009 Urrutia and Vuille 2009 Raucher et al.
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201Q Duliere et al, 2017. On the other hand, previous studies that adopted a
higher resolution (e.g., 3 km) to determine the sensitivity of rainfalinodel
resolution and convective parameterization are mostly restricted totsirort
weather predictiorje.g., Gilliland and Rowe 2007 Mercader et al 2007. To
bridge this gap of knowledge, this study will explore the changes in rainfall in
seasonal lanate downscaling simulations when the horizontal resolution of the
regional model is refined from 12 km to 3 km. As will be demonstrated shortly,
grid-scale precipitation becomes the dominant contributor to the total rainfall at
these scales. Given swe will also test the sensitivity of simulated rainfall to the
switching on and off of cumulugparameterization. The main purpose of
simulations is tweold: First, to determinethe numerical sensitivity othe
seasonal mean rainfall when the resolutiothefmodel is successively refined to
the nearly cloudesolving scale of 3 km. Secondly, ifraumerical sensitivity
produces &onvergeto examine whether the solution converges to the observed
seasonal mean climatology.

We choose to perform the numetisamulations for the winteseason in
Arizona, a region with dramatic contrasts in topography and local rainfall patterns
[Sellers 1960 Woodhousel 997 Sheppard et al2003 that provide an ideal test
ground for the impact of model resolution. We cémavinter because numerical
models, whether global or regional, are widely known to produce substantial
biases in North American summer monsgemy.,Collier and Zhang2007% Lin et
al., 2009, while their performance for wintertime precipitation is gailgrmore
robust. Also, wintertime precipitation plays an important role in water resource
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management till spring seasdfthile the summertime bias is itself an important
issue, it might prove to be a distraction in the context of our sensitivity study.
Regional climate simulations using the Weather Research and Forecast (WRF)
model[Skamarock et gl200§ will be performed over seven winter (November
January) seasons. The dependence of the climatology as well aselggncy
behavior of simulated rainfa on model resolution and/or subgisdale
convective scheme will be analyzed. To maintain focus, the analysis will focus on

liquid-form precipitation, leaving the complexity of snowfall to later work.

3.2 Objectives

This study will investigate the impa of resolution on precipitation
through climate downscaling for long winter season simulations -Jday for
seven years for Arizona to get smsdiale climatology at a critical scale (6 km)
beyond which rainfall becomes explicitly resolved and studystesitivity of
seasonal rainfall on model resolution. Our study will refine the horizontal grid
size to a partially cloudesolving 3 km, which has not been done before in the
contextof seasonal downscaling for Arizarn@s we approach this resolutiongth
cumulus parameterization scheme begins to lose its validity. We will therefore
perform experiments with the cumulus scheme switched on and off as another
sensitivity test. This research provides a detailed analysis and an insight to
improve the understaimg of climate simulations of the region that has strong

footprints of interactions between atmospheric circulations and topography.
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3.3Model and numerical experiments

We will use Weather Research and Forecast (WSkamarock et al
2008]Model Versim 3.1, a norhydrostatic mesoscale model that allows multiple
nesting. The model grids are configured such that the innermost domain covers
the State of Arizona while the outermost domain covers the entire western U.S.
(seeFigure8). In between, twoor threelayer nesting is adopted with the large
scale boundary condition imposed at the lateral boundary of the outermost domain
only. We will not apply interior nudging. The tiavarying largescale boundary
condition B constructed from-Gourly NCEP Global Analysis (FNLJata (from
the NCAR CISL Data Support Section archive,
http://dss.ucar.edu/datasets/ds083.2) on 1 deg x 1 deg grid. Hourly outputs are
saved for all runs to help the analysis of kiggguency behavioand extreme

events of rainfall.
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6 km case
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/
// Arizona
(b)

3 Jan case

Figure 8: The model domains and arrangement of nesting for the numerical
experiments: (a) nested domains for WRF model, (b) An illustration that the
innermost domain covers the State of Arizohlae arrows indicate the prevailing
directions of moisture fluxemto Arizona in wintertime $ellers 1964J. The
topographic map is taken from Arizona Geographic Alliance, Arizona State

University (http://geoalliance.asu.edu/azga).
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The horizonal grid size for the innermost domain is varied from 12 km to
6 km, then to 3 km. Hereafter, unless otherwise noted, the "model resolution” in
our discussion refers to the grid size of the innermost domain. The 12 km runs are
carried out with two layers ofesting, using 36 km resolution for the outer
domain. The 6 km and 3 km runs adopt-kay&er nesting using (54 km, 18 km)
and (48 km, 12 km) as the resolutiof the outermost and intermediate
domains, respectively. Detail of the nesting is showrdrigure 8. At 12 km
resolution, subgricale cumulus convective scheme is turned on. As the
parameterized convective rainfall diminishes with an increasing resolution, at 6
km resolution we perform a pair of expeants, one with convective scheme
turned on and another with it turned off. (This is for the innermost domain only.
Cumulus parameterization is always turned on for the intermediate and outermost
domains.) Convective scheme is turned off at 3 km resolut@henever
convective parameterization is retained, we choose-Rasth schemdKain,
2004. Table1 summarizes the horizontal resolution and arrangement of nesting
for our major experiments. For the two caseSable 1 that eliminate cumulus

convective parameterization, all rainfall is produced by-gcale processes.
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Table 1. A summary of the horizontal resolution and arrangement of nesting for
four sets of simulations performed in this study. Also indicated in the table is

whether cumulus parameterization is turned on or off.

Cumulus
Nesting Resolution convective
parameterization
(Kain-Frisch
scheme)
Outermost  Intermediate  Innermost
domain domain domain
2 layer 36 km 12 km ON
ON
3 layer 54 km 18 km 6 km
OFF
3 layer 48 km 12 km 3 km OFF

To ensure proper resolution of topography and surface characteristics that
matches the increase in model resolution, wge USGS 24 classifition
categories of landise data for interpolating topography and land surface
characteristics(from standardgeogrid package in WRF) adifferent spatial
resolutions for different levels of nesting: We use 10', 5', and 2' geogrid resolution
for the outemost, intermediate, and innermost model domains, respectively. The
model has 28 levels in the vertical with the model top set at 50 hPa. For other

physical parameterization schemes, we
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SingleMoment (WSM) 3class snple ice scheme for microphysics; Dudhia
scheme for shortwave and Rapid Radiative Trargfedel (RRTM) scheme for
longwave radiation; Monk®©bukhov Similarity scheme for surfateyer process.
The YSU scheme is used for boundary layer mixing and Thelnffasion is
chosen for land surface process.

Each of the 4 cases TablelTablel consists of seve®2-day continuous
runs for the 7 winter seasons (Novembanuary) from 2002009. (Winter 2009
refers to November 208%anuary 2010.) Sea Surface Temperature is updated
daily and is provided from FNL data. Asxplained in Introduction, winter is
chosen because the model generally simulates the climatology of the cold season
more accurately than the warm season. Note that for water resource applications,
wintertime rainfall is particularly important over the sesnid part of Arizona,
where rainfall in summer is quickly recycled back to the atmosphere due to
intense evaporatioje.g.,Bryson and Hargl974.

To compare the WRF simulations of winter seasonal rainfall with
observation, we will use the PRISM (Parametiewvation Regressions on
Independent Slopes Model, data archive available at
http://www.prism.oregonstate.edu) nibly mean precipitation dataset. It is
consolidated from station measurements with spatiotemporal interpolgDialys
et al, 200Q Gibson et al.2002) and is the official climatological rainfall data of

USDA.
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3.4 Results

34.1 Seasonal cumulative réa

We first analyze the simulated rainfall based on two variables, RAINC and
RAINNC, from the WRF model output. The former is the rainfall produced by
cumulus parameterization and the latter is the rainfall produced bysaaie
processes, including reanical lifting and adjustment of thermodynamic profile
at grid scale.Figure9a and b show the sewavinter mean of Novembelanuary
cumulative rainfall produced by parameterized subgcae convection and grid
sale processes, respectively, from the 12 km run. At this resolutionsaaid
rainfall is already the dominant contributor to the total rainfall, in comparison to
coarse resolution global climate models for which the precipitation generated by
subgridscale convective scheme is comparable to-gcale precipitation. The
maximum of rainfall over central Arizona (along the Mogollon Mountains) in
both panels reflects topographic influence. A maximum of rainfall just south of
U.S-Mexican border (at the ltom edge of the plot) ifrigure9a is due to the
fact that that particular spot is over the water (Gulf of California). Note that in
this study we do not analyze snowfall, which is otherwise substantial over areas
with high altitude in northern Arizona.

Figure9c and9d are similar toFigure 9a and9b but for the simulations
with 6 km resolution that retained cumulus convective parameterizatThe
refinement of resolution from 12 to 6 km leads to a further decrease of the relative
contribution of the subgridcale convective rainfall as expected. Interestingly,
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the total rainfall (RAINC+RAINNC) increases with resolution, as further shown

in Figure10a (total rainfall at 12 km resolution) arkdgure10b (6 km resolution).

This increase occurs not only over the central mountain range of Arizona but also
over southern Arizona where the meains are shorter, more scattered, and with
smaller scales (therefore the increased resolution leads to enhanced effects of
those mountains on rainfall).

Given the diminished contribution of parameterized subsgale
convection to the total rainfallt & km resolution, we next experiment with an
identical set of runs but with cumulus convective scheme turned off. The total
winter seasonal rainfall (that comes entirely from RAINNC) for this run is shown
in Figure10c. It is found that eliminating the convective parameterization only
very slightly affects the total rainfall. (The case with RAINC=0 produced even a
slightly greater amount of total rainfall.) Without cumulus parameterization, grid
scale rainfall (RAINNC) was enhanced to compensate for the absence of subgrid
scale convection. This behavior is qualitatively understandable since, given the
largescale moisture convergence, a certain amount of rainfall is anticipated in
order to restore static stability dimmaintain water balance. Without cumulus
parameterization, gridcale processes do all the work to produce this amount of
rainfall.

With the insight from the two sets of 6 km runs, we then executed the 3
km runs without cumulus parameterizatidfigure 10d shows the total winter
rainfall from this set of runs. The increase of horizontal resolution from 6 to 3 km
leads to a relatively smaller change in the total rainfall for Arizona, compared to
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the change from 12 t6 km (this will be quantified in the discussion related to
Figure 14). The 3 km run does produce a few spots of intense rainfall over the
mountain range in central Arizona that are not as pronounced in the 6 km runs. In
addition, at 3 km resolution one begins twtice northwestsoutheast oriented
"streaks" in the rainfall pattern, which likely reflect the effects of the-Suwde
topography in that region. The substantial increase in regional rainfall from 12 to
6 km cases undscores the sensitivity of seasonal rainfall simulation to model
resolution. From 6 to 3 km thetal simulated rainfall begins to convergence (as
will be more clearly demonstrateith Figure 14). We should next examine

whether tley converge to the observed climatology.
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Figure 9: The cumulative rainfall for winter season (Novembé&rJanuary 31),
averaged over 7 winters from 2003 to 2009, from different sets of runs. (a)

Rainfall produced by subgrsicale cumulus parameterization (RAINC) from the
12 km runs. (b) Rainfall produced by gisdale convection (RAINNC) from the

12 km runs. (c) RAINC from the 6 km runs with cumulus parameterization turned
on (d) RAINNC from the 6 km runs with cumulus paraenzation turned on.
Boxes (i) and (ii) in panel (a) are the areas chosen for the further analysis of the

time-series of rainfall irfFigs. 57. Box (i) is defined as 111.78/-113.6fW and

31.90N-33.69N and box (ii) defined as 109.33.2.02W and 33.28N-35.18N.
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Figure 10: Same as-igure 9 but for different runs or combinations of variables
for rainfall. (a) Total rainfall (RAINC+RAINNC) from the 12 km runs. (b) Total
rainfall (RAINC+RAINNC) from the 6 km runs with cumulus parameterization
turned on. (c) Total rainfall (all produced by gsdale convection, RAINNC)
from the 6 km runs with cumulus parameterization turned off. (d) Total rainfall

(RAINNC) from the 3 knruns.
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3.4.2 Effectof changes in time step size

The tests of numerical sensitivity and convergence have been significantly
expanded to include experiments changing the time step sizs&fter examining
the effect of the model grid refinement, a set of new runs for testingerical
convergence with a reduced time step is performed at a 3 km grid resolution. In
these runs the time step size was changed from 288 to 144 selemuuls.11
shows the changes in winteeasonal rainfall o halving dt for two contrasting
years of 2006 (Arizona just recovered from a drought in 2006) and 2009. The
results generally assure that (for the range of time step size we use) the
dependence of the simulated seasonal rainfalldbrs weak. The impacbf
changingdt on the frequency and intensity of extreme rainfall hourly amounts

remains to be analyzed.
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Figure 11: The cumulative rainfall for winter season (Nov Jan 31) for (a) year
2006 with temporal resolutiodt (where dt = 288s), (b) for half the temporal

resolutiondt/2, (c) and (d) are same as cases (a) and (b) but for year 2009.
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3.4.3lIsolating the effects of refining grid resolution vs. refining topography

The existing runs with changing horizontal resolutiodude two effects
due to the change of model grid size and the refinement of topography. New
experiments are performed to separate these two effeigiste 12 shows the
outcomes of two new runs using the coarserndjiographic data (interpolated to
model grid) in the surface boundary condition for both 6 km and 3 km runs, and
compare them to the existing 6 km and 3 km runs with 2' topography. The results
indicate that the effect of changing the resolution of togulgy is not negligible
(using the 2' topography leads to more "streaks" in the rainfall pattern whose
realism remains to be analyzed). Yet, even with a fixed topography the effect of
changing the grid resolution alone can explain a large portion of @regehin

seasonal rainfall from 6 to 3 km resolution in previous simulations.
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Figure 122 The cumulative rainfall for winter season for year 2009 for (a) 6 km
run with 10' resolution, (b) 6 km run with 2' resolution, (¢) 3 km with 10’
resolution, and(d) 3 km run with 2' resolution (here resolution refers to

topographic not model grid resolution).
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3.4.4 Comparison of simulated rainfall wiPRISM observations

Figure13 shows the seveyear average of the winter (Novemidanuary)
cumulative rainfall from observation that can be used to compare to the model
simulations inFigure 9. Figure 14 further compares thsimulated yeato-year
winter seasonal rainfall at different model resolutions with the corresponding
observations. The observations are based on the PRtGaset Daly et al,
2000;Gibson et al.2002] of monthly mean rainfall. They are shownFigure14
in the leftmost column. The other 3 columns show the simulations with 12, 6, and
3 km resolutions. (For brevity, for the 6 km runs we only show the case with
cumulus convective scheme turned off.) This compariseveals several
interesting behaviors of the simulated rainfall. First, the model simulations (at all
resolutions) did qualitatively capture the interannual variability of rainfall over
Arizona. For example, the model produced a very wet winter for 2004 alry
winter for 2005 as observed. This is further illustrated Figure 15, the
comparison of the yedo-year domain averaged rainfall with observation
(PRISM data) for (a) the entire Arizona, (b) Box (i), and Box (ii) (the two
boxes are marked iRigure9a). InFigurel15a, we have also added the rainfall
from coarser resolution runs with 54, 36, and 18 km grids, taken from the
outernost or intermediate domains for the major simulations. They are not
included in the plots for Box (i) and (ii) because with the coarse resolution the
number of grid points within each box is relatively small, rendering the statistics
less reliable. Excepor the case with the lowest resolution (54 km), all other
simulations capture a significant portion of the observed interannual variability of
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rainfall. The more notable difference among those runs is actually in the long
term mean, for which the 3érk case matches well with observation while the
runs with higher resolutions produce excessive rainfall. A plausible explanation
is that 36 km is close to the resolution used by the majority of applications of
WRF and likely the resolution used for modealigtation during the development
phase of the model. If the model was previously tuned at around 30 km resolution
for its climatology to resemble observation, there is indeed no guarantee that
refining (or coarsening, as is the case of 54 km run) theutesolill improve or
maintain the simulated climatology. Th&tgure 15 shows otherwise is an
indication that the physical parameterization schemes in the model are not
resolution dependent. As surveyed in Introduttimost of the existing climate
downscaling experiments have used a horizontal resolution coarser than 12 km.
Given our finding, those appear to be sensible choices; We caution against hastily
pushing for increasingly higher resolutions without carefudlijdating the model

climatology at those resolutions.
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Figure 13: The cumulative observed rainfall for winter season (Novembier 1
January 31), averaged over 7 winters from 2003 to 2009, using the PRISM

monthly data.
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Figure 14: A yearby-year comparison of the simulated winter seasomedn
rainfall with observation using the PRISM dataset. The 7 winters are arranged
from top to bottom. The observation is shown at the leftmost column, followed to
theright by the simulations with 3 km, 6 km, and 12 km resolution. For brevity,
for the 6 km runs only the case with cumulus convective scheme turned off is
shown. The results for the case with convective scheme turned on are similar in

pattern and magnitude
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An encouraging aspect éfigure 15 is that it shows the merit of using
WREF to simulate interannual variability of rainfall (even without interior nudging,
as is the case of our simulations) in the context of clirdatgnscaling. This
conclusion is slightly more optimistic than some recent studeskel et al
2008 and discussions therpithat voiced concerns that the amplitude of
interannual variability is reduced in climate downscaling especially if the regional
model domain is large and interior nudging is turned off. However, this study has
used a smaller model domain and a higher horizontal resolution than those
adopted byRrockel et al[200§ and related studies. Thus, the finding here is still
consistent wth the view ofRockel et al that using a smaller domain helps

alleviate the problem of the loss of ldvequency variability.
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Figure 15 Comparisons of the simulated winter seasonal mean rainfall with
observation. Shown atee averages over (a) the entire innermost model domain
that covers the State of Arizona; (b) Box (i), and (c) Box (ii) (as marked in Fig.
2a). The observation from PRISM data is in dark bluee Eases for the

simulations are labeled in the legends. ®aéfor detail.
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3.4.5 Temporal characteristics of rainfall and extreme events

Figure 16 shows the model simulated hourly rainfall for one of the
winters, November 2009January 2010, for a stilbomain over southia Arizona
marked as box (i) irfFigure 9a. This box covers a region with relatively flat
topography and modest rainfall. Red and blue are the hourly rainfall and
cumulative rainfall, respectively. The eight panelshat figure are from the runs
with different resolutions, and further separated into sukspade (convective
parameterization) and grgtale rainfall, as detailed in the caption. What is
noteworthy here is not the difference, but the similarity, antbegeight panels.
A significant rainfall event is usually picked up by all runs regardless of their
horizontal resolutions (e.g., compare the last four panels); The difference is in the
magnitude of rainfall. Also, the time series of the rainfall produmedubgrid
scale convective parameterization (RAINC) is similar to that produced by grid
scale processes (RAINNC), only that the latter teger amplitude (e.g.,
compare panel ¢ with panel d). Although we only show the detailed time series
for one winger, the characteristics described above are shared by the simulations

for the other 6 winters.
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Figure 16: Time-series of hourly rainfall averaged over box (i) in Fig. 2a for 1
Nov 2009- 31 Jan 2010 for different sets of runsedRand blue curves are the
instantaneous and cumulative rainfall, respectively. The top 4 panels correspond,
in the same order, to the 4 panels shown in Fig. 2 (panel a in Fig. 6 corresponds to
panel a in Fig. 2, etc.). The bottom 4 panels corresponcketd tanels in Fig. 3
(panel e in Fig. 6 corresponds to panel a in Fig. 3, etc.) The scale at left, in mm, is
for the cumulative rainfall and scale at right, in mm/hr, is for the instantaneous

rainfall. Abscissa is time in hours since 00Z, 1 Nov 2009.
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