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ABSTRACT

Non-volatile memories (NVM)re widelyused in modern electronic dees due
to their nonvolatility, low static power consumptioand high storage densityWhile
Flash memories are the dominant NVM technology, resistive memories such as phase
change access memory (PRAM) and spin torque transfer random access memery (STT
MRAM) are gaining ground. All these technologmsffer from reliability degradation
due to process variations, structural limits and material property shift.

To address the reliability concerns of these NVM technologies, -teuétl low
cost solutionsare proposedfor each of themMy approach consists of first building a
comprehensive error modeéllext the error characteristiese exploitedo develop low
cost multilevel strategies to compensate for theoexrFor instance, foNAND Flash
memory,l first characterize errors due to threshold voltage variations as a function of the
number of program/erase cycles. Naxtexible product codes designedo migrateto a
stronger ECC schenasprogram/erase cycles increas&s.adaptive data refreskelseme
is also proposetb improve memory reliabilityvith low energy cosfor applications with
different data update frequencies.

For PRAM, soft errors and hard errorsodels are builbased on shifts in the
resistance distributions. Nekideveloped anulti-level error control approadnvolving
bit interleaving and subblock flipping at the architecture lgheéshold resistance tuning
at the circuit leveland programming current pri¢ tuning at the device levellhis
approach helped reduce the error rate significantly so thastnow sufficient to use a

low cost ECC scheme to satisfy the memory reliability constrhiaiso studied the



reliability of a PRAM+DRAM hybrid memory system and analyzed the tradeoffs
between memory performance, programming energy and lifetime.

For STT-MRAM, | first developedan error model based gorocess vaations. |
developed anulti-level approach to reduce the error rates consisted ofncreasing the
WIL ratio of the access transistancreasing thevoltage difference across the memory
cdl and adjusting the current profil@uringwrite operation. Thispproactenabled use of

a low cost BCH based ECC scheme to achieve very low block failure rates.
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CHAPTER1

INTRODUCTION

Memory can be broadly classified into two types: volatile and nonvolatile.
Volatile memory loses data as soon as the power supply is turned off. Examplds incl
static random access memory (SRAM) and dynamic random access memory (DRAM).
Such memories typically have very low latency and are used as the primary storage.
Nonvolatile memoryon the other handloes not lose its data when the device is turned
off. Examples include Flash memory, electrically erasable programrirdA®-only
memory (EEPROM) and emerging resistive nonvolatile memories, such as phase change
RAM (PRAM), magnetic RAM (MRAM) and resistive RAM (RRAM). All modern
electronic devices, such asobile phones, notebook computers, digital cameras, MP3
music players, portable medical diagnostic systems, and global positioning systems, have
storage systems based on nonvolatile memories. Since these memories have large access
time, they are typicallysed in high levels of memory hierarchy. However, recently, new
types of nonvolatile memories, suchspin toque transfer RANSTT-RAM) and RRAM
have been shown to have timing performance that is comparable to traditional volatile
memory and thus have tpetential to be used at low levels of memory hierarchy.

The different types of nonvolatie memory have very different data storage
mechanisms. Flash memory device uses an electrically isolated floating gate to store
trapped electrons; the number of wafd electrons determines the threshold voltage of the
memory cell, which in turn represents the logical state of the data that is stored in the cell.

A PRAM cell is built with phase change material whose resistivity reflects the value of

1



the data;lowresit ance corresponds to |l ogical state 0
state 060606. Anot her type o0{MRAMeuses she mutual nonv ol
magnetic orientation between two thin tunneling dielectric films to represent the logical
value. Ifthe two films have the same magnetic orientation, magnetic tunneling junction
(MTJ) shows | ow resistivity corresponding t
opposite magnetic orientation, MTJ shows high resistivity and corresponding to logical
sate 006.

Figure 1.1 compares the device operation and performance of different types of
memories. We can see that compared to SRAM and DRAMyalatile memories have
much lower static power consumption, especially PRAM and MRAbvever, some of
them such as NAND Flash and PRAMave higher programming energy general,
nonvolatile memories have higher cell density, but they also have higher latency. Since
highermemorylayers require largestoragesizes and have low access frequency, use of
nonvolatle memories in main memory or hard disk is cost effective. They result in low
area per bit and have low energy cost with good system performance.

One major drawback of nonvolatile memories is that they suffer from reliability
degradation due to process mtions, structural limits and material property shift. For
instance, trapped electrons in floating gate of Flash memory leak over time and cause
shift in the threshold voltage distribution resulting in data retention errors. Repeated use
of high currentduring RESET programming of PRAM results in Sb enrichment at the
contact reducing the capability of heating the phase change material to full amorphous

phase and results in hard errors. Process variations in the MOSFET current driver in



STT-MRAM impact theprogramming current and lead to unsuccessful switch. In order
that nonvolatiie memories be adopted as main stream memory technology, it is
important that the reliability of these devices be significantly enhancekisithesiswe
proposetechniquesfor improving the reliability of threeNVM technologies namely,
NAND Flash memory, PRAM and STWIRAM. We summarize our approach for each

case in the rest of this chapter.

1ms
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Figure 1.1 Thediversity in memory operation and performance [1].



1.1.NAND Flash Memory

Flash memory has become the dominant technology foralatile memories [2].
It is used in memory cards, USB Flash drives, and stéite drives in a wide variety of
applicationplatforms spanning personal digital assistants, laptop computers, digital audio
players, digital cameras and mobile phones.

There are two main types of Flash memory namely, NAND Flash memory and
NOR Flash memory. The two types of memories differ ineshearea and programming
method. In NOR Flash memory, each gate is independently programmed which improves
the speed but has additional area overhead. On the other hand, NAND Flash memory has
lower area since the source and drain of each consecutiveecebrabined, but it has a
higherREAD latency compared to the NOR Flash structure [3]. Nevertheless, the NAND
Flash structure is more attractive for solid state hard drives (SSD) which require huge
storage and can tolerate higher latency. In this work eeeisf on the NAND Flash
memory for SSDs. Specifically, we focus on migtrel cell (MLC) Flash memories
which store 2 or more bits per cell by supporting 4 or more voltage states. These have
even greater storage density and are the dominant Flash meotoglogy.

There are some inherent limitations of NAND Flash memories. These include
WRITE/READ disturbs, data retention errors, bad block accumulation, limitation in the
number ofWRITESs [4][5][6] and stressnduced leakage current [7]. In recent yedts
to cell size scaling, these issues have become critical [8]. In particular, reliability of MLC

memory significantly degrades due to reduced gap between adjacent threshold levels.



Furthermore the number of errors increase with increase in the numir@godm/erase
(P/E) cycles.

To enhance the reliability of NAND Flash memories and support longer
lifetimes, combinations of hardware and software techniques are used. These include
wear leveling [8], bad block management and garbage collection [9lrih@r enhance
reliability, error correction code (ECC) techniques, which can detect and correct errors by
storing and processing extra parity bits are used [10]. Existing ECC schemes include
Hamming, Bose&ChaudhurdHocquenghem (BCH) and Re&blomon (RS)codes [11]

17]. While higher error correction capability can be achieved by using stronger BCH or
RS codes, they are expensive both in terms of area and latency. In this work, we proposed
use of product codes [18][19] which use smaller constituent codeg aows and
columns and achieve high error correction capability due to cross parity checking. We
also proposed hybrid schemes that reduce the error rate in subpages by using Gray code
based encoding so that a low cost ECC scheme can be used to H#uhisame level of

error correction capability.

Approach: Our first step was to analyze the source of errors in MLC NAND
Flash memory and build a quantitative error model. We estimated the threshold voltage
shift due to increasing number of P/E cycles aaltulated the error rates of single bit
errors and multiple bit errors. For a 45nm technology device, when the number of P/E
cycles is around 40K, we found that while random single bit errors were most common,

2-bit errors occurred ~10% of the time.



In order to handle these errors, we proposed use of BCH+Hamming and
RS+Hamming product codes where BCH/RS is done along the rows followed by
Hamming along columns. Such codes have lower area and smaller latency than single
BCH and RS codes with comparakderor correction capabilitySimulation results
showed that for the same codeword length and erroratmmecapability, RS+Hamming
hadequal performance compared with BCH+Hamming when the errors are random, and
slightly better performance when the errare a combination of single bit errors (90%)
and 2bit burst errors(~ 10%); We also found that while RS+Hamming product code has
slightly higher redundancy rate (~1%), it is more attractive in terms of hardware
complexity for similar code rate and codeddength.

The proposed RS+Hamming product code schemeahatiditional advantage. It
could be used to derive a flexible ECC scheme where the error correction capability
increases to compensate for the larger number of errors caused by the increag®eim num
of P/E cycles. The proposed flexible schemes used two shorter Hamming codes, instead
of one Hamming code, to enhance the error correction capability along the columns. For
8KB Flash when the raw BER increased from p i« to 4.0%p 1., to achieve a BER
of p 1., we proposed using RS(127,121) with two Hamming (39, 32) instead of
RS(127,121) with Hamming(72,64) at the expense of 12% longer latency and 8%
additional parity storage. This work appeared in [20],[21].

Recent work in [22}[24] showed that errors in MLC NAND Flash can be
classified into retention errors and programming interference (PI) errors. Retention errors

are caused by leakage of the electrons trapped in the floating gate causing the threshold



voltageto reduce. PI errors result from parasitic capacitance coupling with neighboring
cells and cause the threshold voltage to increase. Both types of errors increase with the
number of P/E cycles [24R4]. Also, the two types of errors have different disttidnos

in different subpages. It was shown that retention errors are typically much larger than Pl
errors when data storage time is greater than 1 day [22]. This feature was exploited in the
design of a data refresh technique [25] that corrected retentiors @t the expense of
additional energy consumption.

Our approach also utilized data refresh policies to reduce retention error. In
addition, we proposed the use of Gray code based encoding to reduce the error rates in
the four subpages (MS8ven, LSBeven, MSBodd, LSBodd). We chee a refresh
interval which wasa function of the program/erase (P/E) frequency of the application.
We showed how the refresh interval affected the choice of the ECC scheme for a given
reliability constraint. Overall the hylatiapproach involving Gray code based encoding
ard data refresh policies enablede of low cost ECC schemes amelped minimize

memory energy and/or ECC decoding latency.

1.2.Phase Change Random Access Memory

Phasechange random access memory (PRAM) isn@nvolatie memory
technology that has many attractive features, including R&AD access time, high
density, superior scalability, and very low standby leakage [26]. Unlike conventional
SRAM and DRAM technologies that use electrical charge to sttyamation, in PRAM,
the state information, set or reset, corresponds to the resistance of a chalcogenide material,

normallyGe,Sh,Tes(GST). This material can switch between the crystalline phase
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corresponding to the set «@arrespohdingte theareset and

or ~ 006 state.

Recently, multiple level cell (MLC) PRAM has been introduced to improve the
memory density even further [26]. Aldt MLC cell can store 2 information bits in 4
logical states. For resistive memory such as PRAMsé 4 states correspond 4o
different resistance values in the memory cell. Unfortunately, MLC PRAM memories are
more errofprone compared to SLC PRAM because consecutive resistance levels are now
closer. Furthermore, in an MLC PRAM, the resistance oh&rmediate state drifts to
that of a state with higher resistance causing soft errors [27]; these errors increase with
data retention time (DRT). Again the resistance of the amorphous state decreases with the
number of programming cycles (NPC) and caubard errors [28]In general, errors
occur whenthe resistance distribution of a state crosses the threshold resistance that
demarcates adjacent states.

To correct soft and hard errors in PRAM, different system level techniques have
been proposed. Teclies to reduce hard errors in SLC PRAM have been presented in
[29]-[32], including wear leveling and a hybrid memory architecture that reduces the
number of PRAMWRITEs. Another method identifies the locations of hard errors
[30],[31] and iteratively parions subblocks into smaller ones such that there is only one
error in a subblock that can be corrected. For correcting soft errors in MLC PRAM, the
method in [33] uses a time tag to record the retention time information for each memory
block or page andhts information is used to determine the threshold resistance that

minimizes the soft error bit error rate (BER). Flexible error correction scheme based on
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BCH is proposed in [32]. Here the ECC unit works in low error correction capability
mode most of théme and migrates to a stronger code when the BER increases.

Unfortunately direct use of ECC for PRAMSs results in large overhead both in
terms of area and decoding latency and is not desirable. To reduce the ECC cost during
decoding, in this thesis, wedas on improving the reliability of PRAM memory systems
by a multitiered approach that spans device, circuit and architeletvets [34][35][36]
[94][95].

Approach: We first analyze the causes of hard errors and soft errors in MLC
PRAM. Our analysis reds on an accurate device model developed ratoAa State
University [37]. At the architecture level, we apply Gray coding adut2nterleaving to
distribute the odd bits and even bits into an odd block that has low BER and an even
block that has high BR. At the circuit level, we show that there is an optimal threshold
resistance foa given data retention time and number of programming cycles that results
in minimizing the total error rate (soft errors + hard errors). At the device level, we show
that tuning programming current profile affects both the memory reliability as well as
programming energy and latency. For instance, increasing current pulse width for
programming RESET state or increasing number of current pulses for programming
intermediate ttes results in higher energy but lower hard and soft error rates. This
enable us to employ a simpler ECC such as Hamming on odd block and a combination of
subblock flipping [30] andCH based ECCroeven block.

While the above techniques helped imprdkie reliability of MLC PRAM, its

timing performanceis quite poor due to the long programming latency. In order to



improve the instruction per cycle (IPC) performgnee alsoproposed a PRAM+DRAM

hybrid memory configuration thabuffer the PRAM accesseslNe analyzed the
performance of the hybrid memory with respect to programming energy, IPC and lifetime.
If the ECC unit is fixed, programming RESET state with larger current pulse width
results in higher programming energy but longer memory lifetime. ©mtiier hand, if

the lifetime requirement is fixed, strategies with high programming energy, do not
necessarily improve the system performance. Instead, a strategy with large current pulse
width for programming RESET state but few current pulses for pmograg

intermediate states achieves high IPC with low programming energy.

1.3.Spintorque Transfer Magnetic Random Access Memory

Magnetoresistive randoiaccess memory (MRAM$ anonvolatile random
access memongchnology under development since the 1990s. -®pgque transfer
magnetic random access memory (SRRAM) is derived from spintronics. The data
consists of a thin layer of insulat¢spacer MgO) about ~1nm thick called magnetic
tunneling junction (MTJ) sandwiched between two layers of ferromagnetic material [41].
Magnetic orientation of one layer is kept fixed and an external field is applied to change
the orientation of the other lag Direction of magnetization angle (parallel (P) or-anti
parallel (AP)) determines the resistance of MTJ which is translated into storage; parallel
corresponds | ow r esi st anc eparallel gonrespogdstog st or .
highresistance i gni f yi ng storage of bit 610.

STT-MRAM requires much les®WRITE current than conventional or toggle

MRAM, although higher speed operation still requires higher curfégf. More
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importantly, in STFMRAM, switching threshold current which is the minimal current
that can switch the cell successfully reduces with MTJ scaling, making it low power and
highly scalake [43]. Compared to PRAM, STRAM alsorequiresiow WRITE current,

has almost no endurance problem and fa&BEAD/WRITE speed. However, it still has
reliability problemsin WRITE due to process variations [4/]6]. These include
variation due to the access transistor sizes (W/L), variationhiduéto random dopant
fluctuation (RDF), MTJ geometric variation and initial angle of the MTJ. The effect of
access transistor on system performance has been investigated in [44] [47]. Errors due to
these variations can be as high a3 @ WRITE-1 operatior{44]. Fortunately, the error

rate can be dropped to <18y tuning circuit parameters such as WIL ratio of the access
transistor, changing the current pulse width duNMBITE and increasing the voltage
across the STTMRAM cell.

To analyze the reliabily of STT-RAM memories, most recent work focus on the
process variations of the MTJ and NMOS current driver. Besides process variation
control at the device level and ECC at the system level, several studies also tried to
enhance the reliability of SFMRAM by designing sensing scheme with more tolerant
margin [45][46].

Approach:In this work, we firststudy the causes of errors SRAM starting
from first principles and model the probability of errors due to process variations. We
show how circudlevel techniques can reduce some of the errors due to judicious use of
increase in W/L ratio of the access transistor, higher voltage difference across the

memory cell and pulse width adjustmen¥¥RITE operation. For instance, we show that
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by applying a combiation of WRITE-pulse width adjustment and voltage boosting at the
circuit level the BER drops to PO This enables us to use BCH code at the system level
to achieve a block failure rate (BFR) of 10 The proposed multiered approach using
parallel BCH78, 64) improves latency by 20X and reduces ECC energy by 90%

compared to BCH(1145, 1024). This work was presente@bin [

1.4.Thesis Organization

The rest of the thesis is organized as follows. Chapter 2 describes our work on
improving the reliabilityof NAND Flash memories. This includes the error model
followed by proposed product code with flexible error correction capability. Chapter 3 is
on improving the reliability of MLC PRAM. It first analyzes the characteristics of soft
and hard errors followeeby a multitiered approach and finally a systéewvel evaluation.
Chapter 4 describes our approach on improving the reliability of RAM. Chapter 5

summarizes this thesis.
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CHAPTERZ2

NAND FLASH MEMORY

2.1. Introduction

MLC NAND memories are dominanh the storage market due to their high
storage density and low storage cost per cell. Unfortunately these memories have errors
due toREAD/WRITE disturbs, data retention and endurance failures. While most of the
errors are considered to be random, witréased technology scaling, when the number
of program/erase cycles is quite high, the probability of multiple bit upset (MBU) errors
is likely to increase. In this chapter, we first describe ECC schemes for fully random
single bit errors as well as combtion of single bit and mulbit errors. Specifically, we
propose use of product codes which use BCH and RS codes along rows and Hamming
codes along columns. Simulation results show that product codes can achieve better
performance compared to both BCHdes and plain RS codes with less area and low
latency. We also propose a flexible product code based ECC scheme that migrates to a
stronger ECC scheme when the numbers of errors due to increased program/erase cycles
increases. While these schemes havdtjidarger latency and require additional parity
bit storage, they provide an easy mechanism to increase the lifetime of the Flash memory
devices.This work appeared in [20] [21].

Recent work on [22]24] has shown that MLC NAND Flash errors can be
classfied into data retention (DR) errors and programming interference (PI) errors. DR
errors are dominant if the data storage time is great thagay land these errors can be

reduced by refreshing the data. Pl errors are dominant if the data storage tssdhare
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lday and these errors can be handled by error control coding. In this work we propose a
combination of data refresh policies and low cost ECC schemes to address the two types
to errors where the refresh policy depends on P/E frequency of theatippligVe first

apply Gray coding and 2 bit interleaving so that the BERs in MSB and LSB subpages of
even and odd pages dosver and areomparable. Thus, the MSB and LSB subpages can
share the same ECC unit resulting in reduced hardware overfteadonbination of

Gray coding and adaptive refresh helps reduce the error rate so that low cost ECC scheme
can be used. Finally we show how an appropriate choice of refresh interval and BCH
based scheme can minimize energy while satisfying the reliability eawmtsihis work

was presented in [95].

The rest of the chapter is organized as follows. The operation of Flash memories
is briefly described in section 2.2. Error source analysis and error models are presented in
section 2.3. Existing work has been summediin section 2.4. The proposed product
scheme including encoding/decoding flow is described in section 2.5. The simulation
results comparing the candidate schemes are presented in section 2.6. The hardware
designs of specific RS and Hamming encoder/decdollowed by comparison of area
and latency of the candidate schemes are presented in sectidme.description and
analysis ofadaptive refresh techniquare given in section 2.8The conclusion and

proposed work are given in sectio®.2.

2.2. NAND Flash Memory Organization and Operation

NAND Flash memories were introduced by Toshiba in 1989. These memories are

accessed much like block memory devices such as hard disks or memory cards. A NAND
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Flash memory bank consists of several blocks, where each bbnsists of a number of
pages. The organization of a NAND Flash memory is shown in Figure 2.1. Typical page
size for a NAND Flash memory is around 2KB to 16 KB (for multiple bit storage
devices). For example, in an 8KB per page Flash memory, each ynbari consists of

1024 blocks, and each block consists of 64 pages, each of size 8K bytes. We assume that
each page includes both information bits and parity bits of ECC. Almost all NAND Flash
memories rely on ECC to detect and correct errors causedilbsesaduring normal

device operation.

1lpage=8KB,;
1block=64pages;
1bank=1024blocks.

Block page

Page /{> ———
Buffer I %-F Parity
ECC |/

L

<
1/0 Bus

Figure 2.1. NAND Flash memory architecture.

>

There is a page buffer located between ECC block and memory that temporarily
holds the data. Durin§VRITE, data from I/O bus is serially ersed by ECC, and
written to the desired page location from page buffer. DuRRi€AD, ECC block
processes data in page buffer serially and transfers it to the I/OThus, the smallest
unit that can be programmedREAD simultaneously is a page.

The stucture of a storage cell in a NAND Flash memory is similar to a regular

MOS transistor except that there is an extra gdigon strip, referred to as floating gate,
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between the gate and the channel. Threshold voltage of these transistors is controlled by
adjusting the number of electrons trapped in the floating gate. There are several
techniques that are used to program or erase the cell such as source side injection (SSI),
FowlerNordheim tunneling (FN), channel hot electron injection (CHE) etc. Siree th
floating gate is electrically isolated by an insulating layer, electrons trapped in the
floating gate stay in the cell. Threshold voltage of this transistor is controlled by adjusting
the number of electrons trapped in the floating gate. In order tcowapthe storage
capacity of NAND Flash memories, multiple threshold levels are employed on a single
cell, where each threshold level corresponds to multiple bits of data. For ingtance,
levels of threshold voltage are necessary to sidies of data We assume that multiple
bits in a single cell correspond to the same codeword.

Figure 2.3 illustrates the distribution of threshold voltages for SLC and MLC (3
bit) storage. As the number of storage levels increase, storage density of a cell improves

atthe expense of reduction in reliability [50].

Number of cells

N I

Vt

ol s

Number of cells

Vt

Figure 2.2 Conceptual representation of threshold voltage distributions for (a) SLC and
(b) 3-bit MLC in Flash memory cells.

The Flash cells are organized in a two dimensignial as shown in Figure 2.3.

Word lines are connected to the gates of all floating gate transistors of the same page in
16



the horizontal direction. These are used to select the pageRiBAIR or programmed. In
the vertical direction, a cell string consistsa string select gate connected to voltage
supply, a series of floating gate transistors and a source gate connected to the ground.

Bit line Bit line Bit line
—~

String select

| |
line I :I I :I /
\
/ \
I .
\ One cell string
; [Nl [Nl
Word line T |_| i |_| \/1

One page

|
\ [
- r—---
Word line 7 I '_, I I'_,
~

| - | >
~ ' __+
- ~N - _ _ P ‘_ —_—— |
i [Nl [Nl ! [Nl
Word line Tt :] Tt t Tt
Source line I |_|

Ground select
line

Page Buffer

Figure 2.3 Circuit layout of a NAND Flash memory block.

Before programming a Flash padlee whole block is first erased. During erase,
all charge is removed from tlilmating gate and the threshold voltage is set to thedbwe
value. Next multiple prograamdverify steps are used to set the correct threshold voltage
value. A high voltage (g. 20V) is applied only to the selected word line and a moderate
voltage (e.g. 10V) is applied to all unselected word lines in the same cell string to ensure
connectivity. The string select transistor is used to control the connection between bitline
and he floating gate string. The source gate transistor is used to control the connection
between ground and the floating gate string. Electrons that gain high velocity tunnel into
the floating gate, causing the threshold to increase. For those cells whidt aedected,

their threshold voltage remains unchanged. In &4€HTE cycle, threshold voltage of
17



the designated cells is increased by a small amount. BVBIYE cycle is followed by a
test cycl e. I f the <cel | 0 srentelvalue,gshk progcam v ol t a g ¢
and verify iteration stops; otherwise, the cells are programmed again by increasing the
programming voltage () b yp. PV

During READ, bit lines are preharged t&6 and all the cells, including two
select gates, along the floating gate string are set on. If word line voltage is less than the
threshold voltage of selected cell, selected cell is off anech@eyed bit line remains
high voltage; otherwise, select cell is on and it discharge the bit line through the floating

gate string.

2.3. Errors in NAND Flash Memories

Bit errors in Flash memories can be classified into hard errors and soft errors.
Hard erros, which cannot be recovered in the next programming/erase (P/E) cycles,
consist primarily of programming interference (PI) errors and also cell breakdown errors.
During programming, applying high voltages to smmegrammed cells results in leakage
and tumeling from body to floating gate [4][5][6]. Cell breakdown errors result from
oxide breakdown due to Flash P/E limitation and result in permanent failure bits in
memory array [13][4].

Soft errors, which can be recovered in the next P/E cycle, are nmaislytion
errors. Retention errors are caused by the loss of electrons from the floating gate over
time. As the electrons leak away, the corresponding threshold voltage of the cell
decreases and failures occur if the threshold voltage crossRE &R reference voltage

between adjacent states.
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Note that, compared to SLC Flash memory, MLC Flash memory has more

programming interference errors and retention errors. Mtép programming introduces

more variations into the threshold voltage, and increaseprtdggamming interference

errors. Furthermore, MLC Flash data retention is orders of magnitude lower than SLC

Flash. This is because, in MLC, all the programmed levels must be allocated in a

predetermined sized voltage window. This leads to reduced spbeingen adjacent

programmed levels, making the MLC memories less reliable.

2.3.1 Error Models

The reliability of Flash memory is characterized by its data retention time and

lifetime in terms of P/E cycles. Data stored in NAND Flash cells are requineantain

valid for a certain period, typically around 3~10 years. This period is referred to as data

retention time. Also for aertain BER constraint, the liene of MLC Flash memory is

defined as a number of P/E cycles, usually of ¢héer of 10,000 P/Ecycles [4].
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Figure 2.4 (a) Raw BER and (b) MBU probability as a function of number of

program/erase cycles.
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First we charact&re the soft error rate due to shift in the, Wistribution. We
model the6 distribution with a continuous Rayleigh distribution in a way similar to that
in [51]. The increased variation causes the long ta ofdistribution to extend to
adjacet voltage states. The probability of this phenomenon increases when the number
of P/E cycles is quite high. In order to determine@&hevariance as a function of the
number of P/E cycles, we match the error rate of our model with the experimeulisl res
for MLC Flash memory in [4]. Then, we use curve fitting to extrapolate the results for
higher number of P/E cycles. Figure 2.4(a) shows the BER curve versus number of P/E
cycles. Note that when the number of P/E cycles increases from 23K to 27kwthe r
BER increases from 2.2*1t to 4.0% 1 .

To calculate the probability of MBU, we calculate the number of instances where
the long tail of the& distribution crosses into neighboring voltage states. Note that the
probability of the long tailcrossing into the immediate neighboring state results in a
single bit error (SEU), and the probability of the long tail crossing over more than one
state results in MBU. Figure 2.4(b) shows the probability of MBU errors as a function of
the number of P/Eycles. This is approximately 2.3% at 40K P/E cycles. We extrapolate
this curve and project that the MBU probability in MLC Flash will cross 10% towards the
end of its rated lifetime, assumed to be around 60,000 cycles.

We consider two error models: fullpndom error model and a model based on a
mixture of random and MBU errors. Based on our simulations, we found that probability
of the6 distribution tail crossing into the voltage state of the immediate neighboring

state is much higher than the protipof it crossing into the voltage state of a neighbor
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that is one removed. So in our model, we assume that the probability-lot @rfor is
significantly higher than a-Bit error. Specifically, we assume that the probability of
MBU decreases expongally as the MBU size increases.

Random Error Model: Errors are independent and uniformly distributed among
the cells in one page.

Hybrid Error Model: Errors are a combination of random (90%) and MBU(10%)
errors. The probability of a MBU error when thearst size is x+1 bits is 10% of the

probability of a MBU error when the burst size is x bits. The maximum burst size is 6.

This can be expressedAas?d ALp 21 forp @ @andB A£EE p.
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Figure 2.5MBU probability as a function of MBU size.
Figure 2.5, shows the MBU probability statistics vs. size of MBU for the

proposed hybrid model; The MBU probability is derived with respect to ®kjJ,a 0.1
probability for 2bit MBU in the burst model indicates that 10% of all SEU are caused by

MBU of size 2.
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2.2.2Performance Metrics

We compare the different ECC schemes with respect to the following
performance metrics:

Redundancy rate: In gn, k) linear block code, n is the length of the codeword, k
is the number of the information bits, and the redundancy rake i€ 11 8

Hardware area: Area of encoder and decoder in ECC block.

Encoding/decoding latency: Time for encoding/decoding data in one page.

Bit error rate (BER): Number of received bits that have been altered due to noise,

interference and distortion, dded by the total number of bits.

24. Related Work

In recent year, these has been comprehensive work on characterizing the data
retention and program interference (PI) errors of Flash memid@iid6],[52]. Program
interference errors are caused by pé@siapacitance coupling with adjacent cells.
Retention errors are caused by leakage of the electrons trapped in the floating gate.
Measured results in [52][5] show that,Vshift due to Pl errors in the high voltage
direction while the ¥, shift due toretention errorssi in the low voltage directiorV/,
distribution was modeled in [5] and power law based equations were used to derive BER
performance as a function of P/E cycles [53]. The BER curves were also validated using
data from a variety of manwfaures and technologies (3Xnm, 4Xnm and 5Xnm). Similar
work that covered different technologies has also been proposed in [23]. Measured
memory error results from [23] further show that the reliability of NAND Flash degrades

with technology scaling. Moreev retention errors are dominant (150 times~450 times
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higher than PI errors) in stBDnm technology. A very recent paper [25] provided ratio of
Pl errors and retention errors for up td® FOE cycles. They also showed that retention
errors can be eliminadeby data refresh technique at the expense of extra energy.

The detailed error characterization in [23] showed that for both data retention
errors and Pl e r>rlodr ser rtohed nammmbedrs odr e 0Onot eqd
most of the errors corrpend to the ,d e c r e a s>0 0006f -BO01100 O O Thi s pr op e
was utilized in the proposed asymmetric coding scheme which increases the number of
616s in LSB pages and increases the number a

Another error charaeristic that has been exploited in [54][25] is that fact that
retention errors are significantly larger than Pl errors. To specifically reduce retention
errors, the method in [54] proposed to refresh data at a certain frequency. Since the
internal data efresh operation could interfere with normal 1/0O requests, a scheduling
strategy to minimize the impact on system performance was proposed in [54]. Similar
data refresh technique with adaptive refresh frequency was proposed in [25]. The
refreshing frequencwas tuned corresponding to the average access rate to NAND Flash
memory and the number of P/E cycles.

To deal with errors at the architecture level, wear leveling distributes the data to
different physical locations so that all memory blocks are usptbrimately the same
number of times [9]Ben-Aroya and Toledo[55] quaritatively evaluateddifferent wear
leveling algorithms, Bad block management, which marks blocks once they shew un

recoverable errors and avoids mapping data to the same bad bl@&dbsen shown to
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improve the reliability [56]. Thecombinationof wearleveling and garbagecollection
andtheinvolveddesigntradeoffshavebeeninvestigatedn [57,58).

ECC techniques have also dme used in the past to improve NAND Flash
reliability. Single error detection/correction codes, such as Hamming codes, used to be
sufficient to enhance the reliability of SLC Flash memory systems [59]. In recent years,
long linear block codes with high error correction capability are used because the single
error correction capability of Hamming code is no longer sufficient. The -Bose
ChaudhurHocquenghem (BCH) code and its subclass Fesdmon (RS) code are the
bestknown linear block codes for memories. Pipelined ophitallel BCH code has been
used in[11]-[13]. Schemes based on concatenation of BCH codes and Trellis Coding
Modulation (TCM) have recently been proposed in [16]. While they reduce the error
correction burden of a single BCH code, they require five (instead of four) threshold
states per celECC based on RS codes have been used in several commercial MLC Flash
memories [15][16][17]. They use plain RS codes and can correct up to 24 errors in 512B,

at the cost of larger hardware and coding latency.

2.5. Product Scheme for MLC NAND Flash Menyor

25.1 Product Code Scheme: Basics

Product code is a technique to form a long length code with higher ECC
capabilities using small length constituent codes. Compared to plain long length codes, it
has high performance from cross parity check [51], andciosuitry overhead since the

constituent code words are of low error correction capability.
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Let# be al ,E linear code, and let be al ,E linear code. Then, a
(1 T ,EE) linear code can be formed where each wamd can be arranged in a
rectangular array df columns and rows such that every row is a codeword¢in
and every column is a codeword#n, as shown in Figure 2.6. This code array can be
formed by first performing row (column) encoditlgen column (row) encoding on the
data array of size & *E . The cross parity block in the bottom right is of sike (
E)y 1 E and is obtained by encoding the row (column) parity along the other

dimension, i.e., column (row).

}*klg}«fﬂ-kl*

k2 Information
Message Row
Parity
4 Column
n2;k2 Parity
Column Coding (n2,k2) Cross Parity

Figure 2.6 Product code scheme.
If coded has Hamming distand® and codeéd has HamminglistanceQ , the

minimum weight of the product code is exadyQ [51]. Thus increasing the minimum

weight of each code enhances the number of error patterns which can be corrected in the

code array. Product code using singteor-correctioncodes in each dimension has been
used in [17] [18]. In [17], it evenparity code in both dimensions with bit interleaving

has been used for SRAM caches of size 256*256 bits. In [18}, 8/enparity code has
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been used in interconnection networks. Bodakes demonstrated the use of product codes
for enhanced error correction performance.

In order to provide for high error correction capability in Flash memories, we
propose to use a strong code with multiple error correction capability along at leadt on
the dimensions. Since data is stored along rows in memory, we propose to use stronger
ECC along rows so that both random and burst errors can be dealt with efficiently.
Furthermore, we choose a long codeword along this dimension to provide good codin
performance.

We studied the performance of product codes based on BCH and RS codes. When
long BCH/RS codes are used along the rows for high coding performance, for fixed page
size, the length of the codeword along the rows is much shorter. Use of cyittieaw
block codes with multiple error correction capability along columns is an overkill and
results in unnecessary hardware and latency overhead. So we choose Hamming codes
along the columns; they have low overhead and provide enough coding gaire for th

product code based scheme.

1.00E+00 1.00E+00 -
-8-8KB:R5(127,121)+Hamming(72,64) L00E01 ~#-8KB:R5(127,121)+Hamming(72,64)
1.00E-01 . - :
w —+—8KB:BCH(1023,993,3)+Hamming(72,64) & —+—8KB:BCH(1023,993,3)+Hamming(72,64)
T 1.00£-02 T 1.00E02
8 [=]
Q [
o 1.00E-03 o 1.00E-03
5 '_"1\.\‘\ i
£ 1.00E04 \ £ 1.00£-04 \
@ z
T 1.00E-05 w 1.00E-05
; m ; N
S 1.00E-06 \ S 1.00E-06
= 1.00E-07 & 100807 N
1.00E-08 T T T T T T T T 1 1.00E-08 T T T T T T T T ]
I B IR B B B <) b PP PP E LD
& &S S S L E S
FFFFFFFEFFSFS FFFFFFF&FFS
NToT @Y AT 67 6w Y a7 N N S S R i R R
Raw Bit Error Rate Raw Bit Error Rate
(a) (b)

Figure 2.7 Performance comparison between B€hming and R¥Hamming in (a)
random and (b) hybrid error meld.
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The simulatiorresults for RS(127, 12#Hamming(72, 64) and BCH(1023, 993,
3)+Hamming(72,64) for the two error models are illustrated in Figure 2.7. These coding
schemes have similar redundancy overhead, namely 15.8% foiH2@thing and 16.5%
for RSHamming. We see that they provide similar performance, with RS+Hamming
having a slightly better performance than BCH +Hamming for hybrid error model. This is
to be expected since RS codes have better performance for burst errors. Of the two
schemes, RS+Hiaming is more attractive in terms of hardware complexity for similar
code rate and codeword length in terms of number of bits. For starters, in the Key
Equation block, the adders and multipliers in RS(127, 121) operate m Gi(d have
lower complexiy than those in BCH (1023, 993, 3) which operate incGR(

RS(127,121) also has higher throughput because syndrome calculation in RS
decoder operates with fewer number of coefficients and Chien search needs to check
fewer number of finite field efaents [20]. For iséahroughput, BCH(1023, 993, 3) has to
parallelize its encoder, syndrome calculation unit and Chien search blocks, which results
in larger area. All these factors contribute to RS(127,121)+Hamming(72,64) requiring

less area than BCH(102®,3)+Hamming(72,64) for the same throughput.

2.5.2 Product Code Scheme: Encoding and Decoding

Figure 2.8(a) shows the encoding flow of the product code scheme, and Figure
2.8(b) gives an example of the physical address mapping of
RS(255,247)+Hamming(72,54roduct code when the page buffer size is 16KB. Note

that the physical mapping is different for different product codes. We assume that the
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Flash controller has the capability to reallocate the storage space to support the different

product codes.

— Data Row Parity Storage
Addr Page
> Decoder
Page Buffer | Information C(r:g;in;])r;r(i&ty Row Parity
4
| /
Row RS Encoder |— f— — — — |
\@
\i |
Column(Cross) Hamming Encoder -t @
(a)
OB t013831B 13832B to 15871B 15872B to 16319B 16320B to 16383B
Information Colun;r;g;yCross Row Parity Unused space

Figure 2.8 (a) Product code encoding(tfjl)ow. (b) Physical mapping of information and
parity bits of RS(255,247)+Hamming(72,64) product code on a 16KB page buffer.

For the RS(255,247)+Hamming(72)6product code, during encoding, the RS
encoderREADs 247 information bytes at a time and generates 8 bytes or 64 bits
corresponding to row parity. The row parity bits are stored in thalfeated region in
the page buffer. Next, the Hamming encodegrafes on the information and row parity

bits, and generates the column and cross parity bits. The information dREABewith
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a stride of 247x8, and the row parity bits &EAD with a stride of 8x8. After column
encoding, the columné&cross parity bise stored in the corresponding section of the
page buffer. In the allocation shown in Figure 2.8(b), there is 64B unused space which
can be used to store the beginning address of the different data regions for the Flash
controller.

The decoding flow oRS+Hamming product codes is illustrated in Fig2u@ For
column decoding shown in Figure 2.9(a), the information bits in the page buffer are
READ out with a stride of 247x8, the columné&cross parity bits REEAD out with a
stride of 1 and the row parityits areREAD with a stride of 8*8. The Hamming decoder
corrects errors in information bits and row parity bits, and updates these bits in the page
buffer. For row decoding, shown in Figure 2.9(b), the updated information and row parity
bits are botrREAD out with a stride of 1, processed and the corrected information bits

are transferred to the I/O bus.

ress [CSS
Generator Page Buffer nerator
Page Buffer
. Column & " . Column & .
Information Cross parity Row Parity Information Cross parity Row Parity
Column Decoder / Row Decoder J Information
Updated \ —— . — . St
Information  ~~ . Hamming | s ream
] L Decoder | [—Updated RS Decoder .
—_—— — Row
. Hamming | parity
L Decoder
(@) (b)

Figure 2.9 Decoding of produccode in Flash memory. (a) column decoding and (b) row
decoding.
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2 5.3 Error Location Distribution

The number of errors that product codes can correct depends on the error location
distribution. If we use RS code (t=3) along rows and Hamming code atdmgas, we
can only guarantee correction of 7 errors. In the error distribution shown in Figure 2.10(a),
the Hamming decoder cannot correct the errors along the columns since there are 2 per
column. The RS decoder also cannot correct these errors simeeatbe4 per row. In
Figure 2.10(b), the Hamming decoder corrects the single error along the column and then
the row decoders can correct the remaining errors (3 per howhe extreme case, the
proposed schemes can correct a very large number of dfmrsnstance, for a 16kB
page with RS(255,247) along rows and Hamming(72,64) along columns, the proposed
scheme can correct 3 bytes (24 bits) of errors along each of the 56 rows and an additional
255*8-24 single bit errors along the remaining columngjilegto a total of 3360 errors.

However, such a scenario is likely to never exist.

One One
C(‘Jlur‘nn C?IurPn
— — — — ;'__: ;'__: ;'__:
| | | | | | | |
IR R RN
(XX X X EYEREYEN PSS
[ | | | [ | | [l i T i I | T
| | | | | | | | | | | | | |
| | | [ | | | | | | | | | |
1 | 1 | 1 | 1 | " : " : ; :
BN ES C N AP T B FARNEY
A A e R O A A O
AR T T T R

(@) (b)

Figure 2.10 (a) The scenario in which 8 errors can not be corrected in a product code with
t=3 RS code along rows and Hamming code along columns. (b) An example of a
distribution of 7 errors which can be corrected by this scheme.
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2 5.4 Flexible Schemes

As the number of P/E cycles in Flash memories increases, the raw error rate
increases [6]. This phenomenon was demonstrated in Figure 2.4 ashedifetime of a
Flash memory device refers to the number of P/E cycles for which the device is
operational, thais, it can guarantee the target BER. Thus when the raw BER increases
due to increased usage, the flexible ECC scheme migrates to a stronger ECC code and
thus can maintain the target BER for a longer time. Figure 2.11 illustrates the operation

of the flexble scheme.

Weak ECC —
// Strong ECC

BER after Decoding

NPC/Raw Error Rate
Figure 2.11. Target BER is achieved by using flexible ECC. Lifetime increases from T1
to T2.

In the proposed flekle product code schemeve adjust the error correction
capability of the Hamming codes. We keep the same RS codes for mvwcemnrection
but split the single Hamming code along columns into two shorter and hence stronger
Hamming codes as illustrated in Figure 2.12. This is a lot less complicated than adjusting

the strength of the RS codes. Furthermore, parity matrix of theshdamming code,
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for example, (39, 32) can be derived from the longer code, for example (72, 64) code.
This removes the necessity to have extra circuitry for each Hamming configuration as

will be explained in Section 2.7.
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Figure 2.12Proposed flexible ECC scheme.

Area and latency of flexible schemes slightly increase as shown in the following
sections. Also redundancy rate of the flexible scheme increases due to use of shortened
Hamming codes. The overhead is still a smatlgpto pay compared to the increase in the
error correction capability which is required when MLC NAND Flash memories get close

to the rated lifetime.

2.6.Simulation Results

In this section, we present RS+Hamming product code based schemes for

differentpage sizes (section 2.6.1) and compare their performance (section 2.6.2).

2.6.1Candidate Product Codes

Table 2.1 lists possible combinations of RS and Hamming code for 8KB and

16KB page size. For 8KB page, if we use RS(127,121) along rows, thenrth@® lats
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in each column. These 73 bits must include both information bits and parity bits of the
Hamming codes. Thus one Hamming(72, 64) code or two shortened Hamming(39, 32)
codes can be used to process data along column. A configuration with twer short
Hamming(39, 32) codes has higher performance but also higher redundancy rate.
Shortened codes contain the same number of parity bits as regular codes, and extra zero
bits are added after information bits during encoding but not stored in memory [L1]. Fo
instance, when two shortened Hamming(39,32) codes are used, out of the 73 bits along a
column, only 73x14=59 bits are information bits. These 59 bits are split across the two
codes. The first code is built by padding 3 zeroes to 29 information bitsnanding the

32 bits by the Hamming(39,32) encoder to generate 7 parity bits. Similarly the second
code is built by padding 2 zeroes to the 30 information bits and then encoding. At the end
29+30=59 information bits and 2x7=14 parity bits are storedzehaes are not stored.

Now if we use RS codes in GE (), that is(RS (255,k)) along rows, there are
32 bits in each column for Hamming codes. Thus only Hamming(32, 25) is suitable
which results in a high redundant rate and is not preferable. ISBKB per page
memories, RS(127,121) along rows is a better choice.

For 16KB page, RS (127, 121) along rows results in 147 bits in each column in
product code. One Hamming (147,138) or two Hamming(72, 64) codes can be used along
columns. Two Hamming(72,49 has higher performance than Hamming (147, 138) and
the 2*72=144 bits can be housed easily. Now if RS(255, 247) is used along rows, then
there are 64 bits in each column. All the 64 bits can be used to form one shortened

Hamming (72, 64) code or two siened Hamming (39, 32) codes without unused bits.
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The scheme with one Hamming (72, 64) code has lower redundancy rate but lower
performance, as expected.

Table 2.1 Candidate ECC schemes for 8KB and 16KB page Flash memories.

Page buffer size RS code (row) Hamming code (column)
RS(255,239)

8KB RS(127,121) One Hamming(72,64)
RS(127,121) Two Hamming(39,32)
RS(255,223)
RS(255,247) One Hamming(72,64)

16KB RS(255,247) Two Hamming(39,32)
RS(127,121) One Hamming(147,138)
RS(127,121) Two Hamming{2,64)

2.6.2Performance Comparison

We compare the performance of product codes and plain RS codes with the same
Galois Field order for purely random errors as well as hybrid errors. RS codes used in
product schemes are in G& J or GF € ), so wechoose RS (255, 239) in GE () with
error correction capability t=8 as the plain RS code. We also compare the performance
with BCH (1023, 983, 4) in GRK() which has half the code length of RS (255, 239) and

an error correction capability of t=4.
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Figure 2.13Performance comparison between product schemes, plain RS code and BCH
code using random error model
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Figure 2.14 Performance comparison between product schemes, plain RS code and BCH
code using hiyrid error model.

Figure 2.13 and Figure.®4 show the BER performance for random error model
and hybrid error model. For both error models, product RS codes have much better

performance than BCH(1023, 983, 4) and plain RS(255, 239). While the performance of
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BCH code remains the same for both emmdels, performance of the plain RS code
improves for the hybrid error model. For instance, for raw BER paft h
OEMA AT BERAof RS(255, 239) drops from p*mt in random error model to

6*p 1t in hybrid model. With a more powerful RS code, the number of bit errors in a
codeword that can be corrected increases as expected, but the performance issstill wo
than the product codes. This is because in the product code scheme, after Hamming
decoding, the number of error syndromes left in each row is few, so short RS codes with
low error correction along rows are sufficient to correct the MBU errors. Figutdand
2.14also demonstrate that BER of product schemes is abdwetades lower than that

of plain RS code. In addition, product codes have better performance compared to

concatenated BCH+TCM code which has been recently presented in [13].
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Figure 215. Performance comparison between regular product schemes and flexible
schemes in hybrid error model.
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Figure 2.15 shows the gain in performance of product codes when two short
Hamming codes are used instead of one long Hamming code along columns2.Zable
presents the BER performance of the different schemes for two BER values. Note that for
both the cases, product schemes with two shorter Hamming codes along columns have
one decade lower BER than those with single long Hamming code along columns. For
instance, when raw BER isz4 1 , for 8KB paged Flash, BER is improved from
9*p T to1*p 1.

Table 2.2 Performance comparison between regular and flexible schemes.

BER
ECC Schemes Raw BER at 7p m | RawBER at4p m Raw BER at 1p 1t
8KB: RS(127, 121) 2*p T 9*p 1 3*p 1
+Hamming(72, 64)
8KB: RS(127, 121) 5*p T 1*p 1 3*p 1
+Hamming(39, 32)*2
16KB: RS(255, 247) 2*p T 2*p T *p T
+Hamming(72, 64)
16KB: RS(255, 247) 8*p 2*p1t 1*p 1
+Hamming(39, 32)*2
16KB: RS(127, 121) 3*p 1 2*p T *p T
+Hamming(147,138)
16KB: RS(127, 121) T*p T 15 1 6*p T
+Hamming(72, 64)*2

Table 2.3 compares the performance of regular and flexible schemes with respect
to number of P/E afes when the target (decoded) BER i& . This table is derived
from Figure 2.15. We see that when raw BER increases fronp 2120 £4.0*p 1t h
0 LHEQQ 6 0¥ '@ 1 hwe move fromRY(127, 121)+Hamming(147, 138) to RS(127,
121) + two Hamming(72, 64). From Figu2el5 we see that this translates to an increase

in the number of P/E cycles from 23K to 27KFinally, performance of product code
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schemes improves with increasing number of iteration similar to Turbo and LDPC
schems. However, the improvement from 1 to 2 iterations is quite small and does not
justify the large latency and power overhead.

Table 2.3 Comparison of regular and flexible schemes with respect to number of P/E
cycles for decoded BER=TT

ECC Schemes Raw BER Number of
P/E cycles (K)
8KB: RS(127, 121) +Hamming(72, 64) 2.6*10E3 25
8KB: RS(127, 121) +Hamming(39, 32)*2 | 4.0*10E3 27
16KB: RS(255, 247) +Hamming(72, 64) | 2.2*10E3 23
16KB: RS(255, 247) +Hamming(39, 32)*2 | 3.3*10E3 26
16KB: RS(127, 121) +Hamming(147,138) | 2.2*10E3 23
16KB: RS(127, 121) +Hamming(72, 64)*2 | 4.0*10E-3 27

2.7.Hardware Implementation and Tradeoffs

In this section, the hardware implementations of RS and Hamming codes are
presented. We first introduce RS ddep structure in section 2.7.1, followed by
Hamming encoder/decoder in section 2.7.2. Next we present the area, latency tradeoffs of

the competing schemes in section 2.7.3.

2.7.1 RS decoder Structure

Figure 2.16 shows the block diagram of a RS decodeng pipelined degree
computationless modified Euclidean (PDCME) algorithm [60]. First, syndrome
calculation block checks the errors and generates syndromes feEdGegion block.

Based on DCME (Degree Computationless Modified Euclidean) algorithin K&/
Equation block processes each syndrome using 2t iterations to generate error locations

and error value polynomials. Chien search block and Forney block receive these two

38



polynomials and calculate error locations and error values, respectively. éet,
values at the corresponding locations are eliminated in information message, which is
delayed by FIFO (first in first out) register buffers. Figure 2.17 shows the corresponding

pipelined time chart [62].

A 4

_Received
message

Chien Search Error | Corrected
Correction Output

A 4

» Syndrome Computation —»{ Key Equation Solver

) Fomey Algorithm —,
f f T

| RS decoder Main Controller |

FIFO (Delay Buffer)

A 4

Figure 2.16 ReedSolomon decoder using pipelined degoeenputationless modified
Euclidean (PDCME) algorithm

}e——N cycles———»

Received Sequence code word 1 | Received Sequence code word 2 | Received Sequence code word 3

Syndrome calculation | |

Chien&Forney

|_| I_l Algorithm I_l

| |Error location and error correction|

| | Code word 1 rCOde word 2 -------

je———Delay of decoding 1 code word——»

Figure 2.17 Pipelined time chart of RS decoder.
In the pipelined decoding flow, for an (n, k) RS code with t error coorec

capability, syndrome calculation part takes n cycles due to the serial input order of code
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word. The decoding delay of Kegquation block depends on the structure of processor
element (PE) array. For achieving the shortest delay, a systolic arraliB$ 2s used and
syndrome sequence is processed once by each PE serially [60]. For achieving the
smallest area, single PE scheme with FIFO registers is implemented [61]. Due to data
dependence, the output of single PE can not be transferred backnfouitend directly.

Thus extra FIFO registers are needed to store the last iteration results which are then
transferred back for the next iteration. The delay of 2t PE scheme is 2t cycles while that
of the single PE scheme i©4ycles. Considering thatis usually from 2 to 16 for RS
codes in GR¢ ) or GF(¢ ), Key-Equation block needs less cycles than syndrome
calculation part and so the K&guation calculation block has to wait for data from the
syndrome calculation block. These idle cycleg atilized in parallel RS decoder
architecture in which there are multiple syndrome computation units, and these units
Afeedo syndromes of di-Egliation eincuitry [61. dTke delayr d s
of Chien&Forney algorithm is usually less thab &scles; it always finishes processing

the output of Keyequation block before receiving data corresponding to the next
codeword.

The number of parallel syndrome computation blocks depends on the delay of the
Key-Equation calculation block. Since 2t P&sd single PE schemes represent extreme
cases in delay and area, we propose a method with fewer than 2t PEs which strikes a
balance between hardware overhead and delay. Assuming each PE is pipelined by a
factor of g, 2t PE systolic array has 2t*q pipetinéevels. During processing 2t

syndromes, only 2t/(2t*q)=1/q of total circuitry is active. Thus, this scheme has high
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throughput but low workload. The single PE scheme, which is active all the time;das 2t
extra FIFO registers. While its area is very Br{iH2t factor small) compared to the 2t

PE scheme, when t is high, the delay of Heguation block, which is @hcould be
longer than the syndrome calculation block n. For example, for a typical value of q equal
to 5 as in [60]62], for RS (255, 228 t=16, the single PE scheme, need 1024
cycles to process syndrome sequence which is significantly larger than n=223. Also it

needs 26=27 FIFO registers.
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Figure 2.18 Proposed Architecture for KEguation block

In the proposed scheme, we replace BIFO registers of the single PE scheme
with another PE as long as the number of extra FIFO registers is more than q; the
corresponding architecture is shown in Figure 2.18. Thus the number of PEs in this

scheme isgGNOQand 2t &GN N FIFO registers are needed. Since all syndromes need

to be processed 2t times, the propo@g@NOPE array needs to iterate—— times, and

the latency ix;(r 770 cycles. Such a scheme keeps all PEs active all the time.
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Compared tahe 2t PE scheme, the proposed scheme has significantly lower hardware
overhead and slightly lower throughput. For the example case of RS (255, 239), q is 5,
we can use 3 PEs and one register to form-Egyation calculation block. The
syndrome sequence eds to pass through them sip (FoG6) times, and the delay is
(5*3+1)*(P qfof) =96 cycles. In contrast, Keygquation block delay of 2t PE scheme is
2t*g= 80 cycles, which is shorter than the delay of the proposed scheme, but contains

2t=16 PEs which is Bmes that of the proposed scheme.

Table2.4.Implementation of proposed scheme for different RS codes

ECC Schemes | Number| Number of Delay of Number of
of PEs FIFO Key-Equation Syndrome Cal.
Registers Block (cycles) Blocks
RS(255,247) 2 0 40 5
RS(255239) 3 1 96 2
RS(127,121) 1 1 36 3

For a pipelined RS decoder, decoding delay of a page is the sum of syndrome
calculation delay plus the delay of keguation and Chien&Forney blocks of the last
codeword. For a 16KB page using RS(127,121), therd 48 RS decoding computations
along a row. Three parallel syndrome calculation units process three RS codes at once,
and so the delay & 1 fp0*127 cycles. The delay of Kegquation of the last codeword
is 36, and the delay of Chien&Forney blocks o tast codeword is 18. Thus, the total
delay of RS (127,121) parallel decoder st figO*127+36+18=6404. Table 2.5

describes the decoding delay of different RS codes for 8KB and 16KB page sizes.
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Table 2.5Delay of RS decoders of different codes

8KB page 16KB page
ECC scheme Number of Number| Decoding Number Decoding
Syndrome of RS Latency of RS Latency
Calculation Blocks | codes | (Cycles) codes (Cycles)
RS(255,247) 5 33 pUt o 65 00X O
RS(255,239) 2 33 TTTW 65 Yugw
RS(127,121) 3 74 0OCCW 148 QT TT

Table 2.6 shows the synthesis results of RS (63, 59) code in 45nm technology
using Synopsys cell library [63]. The delay of the critical path is 1.07ns and the core
clock rate is 800MHz. The area of syndrome calculation, key equation and
Chien&Forney in bloks Table 2.6 do not include interconnection between these three
blocks.

Table 2.6 Synthesis results of RS (63, 59) decoder

Syndrome | Key Equation | Chien & Forney
Cell AreaQ ) 235 1581 1507
Critical Path (ps) 550 660 1070
Active Power (UW) 157 1136 912
Leakage Power(uw| 19 112 120

Next we describe how the area of RS encoder/decoder in higher Galois fields can
be estimated based on the results in Table 2.6. Everydeldle contains one FSM (finite
state machine) which is the same for all Galois Fields, 26 4iultiip-flop registers, 6
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onebit flip-flop registers, 6 mukbit multiplexers, 4 multbit Galois field multipliers

and 2 multibit Galois field adders. Irhigher Galois Field, the complexity of the
multipliers and adders increases. For instance, for implementing Galois Field multipliers
by the tree structure in [60], the multiplier in @F{ has 36 AND gates and 25 XOR
gates while the multiplier in GE() has 64 AND gates and 76 XOR gates. This translates
to an increase in area from 3666 Olp &t @ and a 2X increase in latency.

Table 2.7 Comparison of estited gate counts of RS decoders

Syndrome Key-Equation Chien&Forney| Total
Calculation Areaf | )
RS(63,59) 300 1198+FSM 1360 3323
RS(127,121) 525*3 1478+FSM 2822 5319
RS(255,247) 800*5 (1172+FSM)*2+2*8*4 5880 7513
RS(255,239) 1600*2 (1172+FSM)*3+1*7*4 7600 12317

We estimate the hardware overhead of the different RS decaudderms of
number of 2Zinput XOR gates and also match it with actual area estimates of RS(63,59).
The estimated gate counts and the total estimated area for the different RS decoders are
listed in Table 2.7. Area of the FSM in PE is independently sgithd and it is 360 | .

The synthesized area of K&guation of RS (63, 59) decoder is 1381 and the

z

estimated area of Kelgquation of RS(127,121) decoderis o @ 11875

t [ Nhe area of the syndrome calculation blogk+—*235= 12341 | . Note that the

area estimates here includes the look up table in syndrome calculation but do not include
areas of the FIFO in RS encoder, page buffer and other peripherals.
In our RS decoder, the critical path occurs in@gen and Forney part as shown

Table 2.6. Based on the structure of the Galois Field hardware, we estimate that the
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critical path of the RS(127,121) decoder is 1.4 times of that of the RS(63, 59) decoder.
Similarly, the critical path of the RS(255,247) dder is 2 times that of the RS(63,59)
decoder and is estimated at 2.2ns. Thus for 16KB page, 4.4K cycles are needed to
complete product code RS(255,247) with Hamming (147,138) and the throughput of this

scheme is about 14Gb/s as shown in the Table 2.10.

2.7.2Hamming code Hardware Structure

Here we describe a Hamming code encoder structure which supports encoding
codes with different strengths using the same hardware [64]. An important characteristic
of the Hamming codes is that the parity generator médrishorter code (stronger) can

be derived from the parity generator matrix of the longer code (weaker).

Column Index : 12345678 9 .. 272829303132333435363738 .. 585960616263 64

parity_gen=60110101 ..... 1010%101010 ..... 1010101
101101100..... 011001f100110..... 0110011
011100011..... 000111j100001..... 0001111
000011111..... 0000000111121..... 0000000
000000000..... 000000j000000..... 0000000
000000000..... 111111)1211111..... 0000000

000000000 ——— 000000/000000..... 1111111
Q&;llllll ..... 11111¥y111111..... 1111111

Figure 2.19 Parity generation for (39, 32) from (72, 64).

Consider the parity generator matrix of the (72, 64) dlhakstrated in Figure 2.19.
It consists of 8 rows (equal to number of parity bits). The first half of this code (column 1
to 32) except the seventh row can be used to generate the parity matrix of (39, 32) code

since the seventh row consists of all zerA#hough we need additional circuitry
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compared to singlerrorcorrectiondoubleerrordetection (SECDED) implementation
which is optimized for a single code, generating codes like this has the ability to adjust

coding strength with slight increase inatiit area.
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Figure 2.20 Block diagram of encoder for (72, 64) and (39, 32) codes.

The encoder for (72, 64) and (39, 32) based on [64] is illustrated in Figure 2.20.
For (72, 64), the input bits bthrough b32 are sent to one parity generator and bits b33
through b64 are sent to the second parity generator. The combiner combines the two sets
of parity bits and generates parity bits for the (72, 64) code. When higher coding
capability is required, am (39, 32), the second parity generator and combiner (shaded
blocks in Figure2.19) are disabled and the outputs of the first generator are output. The
decoder can be implemented using a similar hierarchical structure. Synthesis results of
Hamming(72,64) ad (39,32) encoder/decoder are listed in Table 2.8. A similar

procedure is used to derive the architecture of Hamming(147,138) and (72,64).
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Table 2.8 Synthesis results of Hamming encoder/decoder.

Hamming (72, 64) | Hamming (39, 32)

Encoder Decoder | Encoder| Decoder
Cell areaQ ) 314 575 314 575
Worst case delay(ps] 390 1142 270 640
Active power(uw) 230 347 93 455

2.7.3Tradeoffs Between Schemes

Table 2.9Area, Latency, BER and Redundancy rate of ECC Schemes. Notation: RS1 is
RS (255, 239), RS2 is RS (127, 121), RS 3 is RS (255, 247); H1 is Hamming (72, 64),
H2 is Hamming (39, 32) and H3 is Hamming (147, 138).

ECC Schemes| Area | Decoding | Encoding | BER at Redun
(ta ) |Latency |Latency |5*10°cycles | Rate
(Cycles) | (Cycles)

8 KB | A:RS1 12317 | 4449 4335 XZp T 6.2%
B1:RS2+H1 3674 3620 XZ2pT 16.5%
B2:RS2+H2*2 | 7097 4118 4064 LZP T 24%
C:RS1 12317 8529 8415 X 2 PTI 6.2%

16 KB | D1:RS3+H1 4393 4335 QeZp T 12.2%
D2:RS3+H2*2 | 9291 5413 5355 pzZpm 25%
E1:RS2+H3 6849 6795 8*p T 10.5%
E2:RS2+H1*2 | 8875 7293 7185 WP T 15%

Table 2.9 presents the area, latency and redundant rate of candidate produc
schemes and plain RS code. The area and latency estimates are based on the results
presented in Table 2.7 for RS decoders and Table 2.8 for Hamming decoders. The BER
results are obtained frorRigure 2.15 Regular scheme and its corresponding flexible
version, such a®1 and D2 (or E1 and E2) have the same area. This is because the same
hardware is used to implement both schemes. For instance, for D1 and D2, the same
Hamming decoder hardware is configured to operate as a Hamming (72, 64) decoder for

D1 andas Hamming (39, 32) for D2. The latency for D1 and D2 are different since it
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requires two decoding passes for the two short columns (in a single column) to be
processed.

For 8KB page size, product code with RS(127,121) with one Hamming(72, 64)
(Scheme Bljhas smallest area and the shortest encoding/decoding latency. Product code
with RS (127,121)+two Hamming(39, 32) (Scheme B2) has the best error correction
performance and slight higher coding latency compared to Scheme B1. But it has the
highest redundarcrate due to use of two Hamming codes. Both Scheme B1 and Scheme
B2 have significantly lower latency and smaller area compared to the plain RS(255, 239)
(Scheme A). The redundancy rate of Scheme A is the lowest, as expected. While the
decoding performancef Scheme B1 is not as good as Scheme B2, its redundancy rate is
a lot lower. For 16KB page size, area of R55,247) with one Hamming(72, 64)
(Scheme D1) and its flexible version RS (255,247) with two Hamming(39, 32) along
columns (Scheme D2) is much alher than plain RS(255, 239) (Scheme C). However
Scheme C has the lowest redundancy rate.

For the same raw BER, the performance of the flexible schemes is one decade
better than that of the regular schemes. Alternately, as the raw BER increases with
increased usage, the flexible schemes enable us to provide the same decoded BER as the
regular schemes. Unfortunately, these schemes have slightly higher circuit area, latency
and redundancy rate. For instance, for 8KB page size, Scheme B2 provides decoded BER
of p T when the raw BER increases from 2021t to 4.0*p 1 . This comes at the
expense of 8% larger parity storage and 12% longer latency. For 16KB page size,

Scheme E2 provides decoded BERbaoft when the raw BER increases from 2021t
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to 4.0% 1 8This comes at the expense of 4.5% larger parity storage and 7.5% longer
latency compared to Scheme E1.

Finally among schemes with comparable performance, lower latency can only be
achieved at the expense of higher redundancy rate. Fongestahile Schemes D1 and
E1 have comparable BER performance, D1 has lower latency and higher redundancy rate

compared to E1.

Table 2.10 Related work comparison

Related work code size t area throughput tech.

BCH+TCM[13] 4kB 0.154 & AGb/s 65nm
Sectorpipe BCH [59] 512B 4 0.074 a 370Mb/s 250nm
BCH [12] 2kB 5 1.34 a 288Mb/s 90nm
Adaptive BCH [11] 512B 9-24 0.84 a 952Mb/s 130nm
RS [62] 255B 8 18400 gates 5.1Gb/s 180nm

RS [60] 255B 8 53200 gates 5.3Gb/s 130nm
RS3+H1 (thiswork) 16kB >4 0.0 a 14Gb/s 45nm

Next, Table 2.10 compares the different BCH and RS based schemes with respect
to area and throughput. Although the technology for the different implementations is not
the same, in general, the throughput ofiRBlementations is higher than those of BCH
implementations. This is because RS codes are implemented in Galois Filed of lower
order compared to BCH. The exception is the BCH concatenated with TCM in [13]
which has very high throughput. This is becaugearallelizes the BCHCM circuitry
by a factor of 4.

We can also see from Table 2.10 that compared to other RS implementations, the
proposed RS+Hamming product code scheme has the smallest area and comparable

49



throughput. This is because in our RS decaa@tementation, each PE in Ké&quation
part works in full workload. This reduces the latency of t&epation and allows for

parallelized syndrome calculation, thereby increasing the throughput.

2.8.Adaptive Refresh Technique

According to recent work if22] [23], errors in MLC NAND Flash can be
classified into retention errors and programming interference (PI) errors. Retention errors
are caused by leakage of the electrons trapped in the floating gate and cause the threshold
voltage to reduce. Pl erroresult from parasitic capacitance coupling with neighboring
cells and cause the threshold voltage to increasesmpirical analysis of error patterns
in 3x-nm MLC Flash memory has been provided in [22], [23]. The key observations are
that (i) both retembn errors and Pl increase with the number of P/E cycles; (ii) if the data
storage time is longer than 1 day, retention errors are dominant, while if the data storage
time is less than 1 day, Pl errors are dominant; (iii) the error distribution of retentio
errors and PI errors have data dependency and location dependency.

In this section, waeutilized the characteristics of retention and PI errors in the
development of ECC schemes for applications with very different data storage times [65].
In both casesye first apply Gray coding andHt interleaving so that errors in the MSB
subpage and LSB supage are comparable so that we can use the same ECC unit for
two subpages. Then we propose an adaptive data refresh strategy to protect the reliability

of applcations with different data update frequencies.
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2.8.1 Pl and RetentioBrror Characteristics

Test results i§23][24] also show that the retention errors and PI errors are value
dependent; their flipping probabilities are different for the different &grtates.
Moreover, the probabilities do not change with increasing number of P/E cyelas.
2.11lists the four highest error probabilities for retention and Pl efBg}s We see that
for retention errors,®>01 and 01>10 account for 90% of the error events. Similarly for
Pl errors, 11>10 and 108>01 account for 94% of the errors. Notice that while the
transitions, 00>01 and the 1:>10, affect the LSB subpages, theXll0 transition affects
both MSB and L8 subpages. So, we proposemapping based on Gray code to reduce
the bit errors in the different subpages. In this case, thel0%ransition maps to the 01
>11 transition and only the MSB subpages are affected.

Table 2.11. Error probabilities of DR ers and PI errorf23].

Retention errors | 00->01, | 01->10, | 01->11, | 10->11, Other
46% 44% 5% 2% 3%

Pl errors 11->10, | 10->01, | 10->00, | 11->01, Other

70% 24% 2.2% 1.5% 1.9%

Due to different probability of error transitions, the error rates of the four sub
pages are different. The results [@3][24][25] show that odd and even cells have
different failure rates for DR and PI errors. We see f[Bh} that the retention error rate
of odd pages is always higher than that of the corresponding even pages araldhat th
rate of MSB subpage is higher than that of the corresponding LSB subpage. We use the
results presented ifi25] to assume that the error rate of L88d subpage is 1.45 times

that of MSBeven subpage. We use this ratio to derive the cell failteefoa even and
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odd pages. Let the cell failure rate of even page due to DR, Ibleen the cell failure rate

of odd page ig§® Q) . Since Gray code changes the mapping of states, it changes the
subpage error rates as well. The error rates for eactpagb due to DR error are given

in Table.

The cell failure rates of even cell and odd cell are quite different for Pl errors.
Previous research work does not explicitly address the differences between even cell and
odd cell failure rates for PI errors. This is probably because Pl erevesconsidered less
important compared to DR erroisa fact which is true if the data storage time is long.
However, PI errors cannot be ignored when the retention time is short due to application
characteristics or use of data refresh.

In [25], the sinulated raw BER for even and odd cell shows that the ratio between
even cell and odd cell BER varied from 4 to 50. We assume the error ratio in even cell is
% times higher than that of odd rfc.dteh, and t
the error rates of four syimages arer® x YO for MSB-even,r&X T P for LSB-
even, 1@ X Y for MSB-odd andr 1 © for LSB-odd. The suipage error rates
before and after Gray coding is givenTiable2.12

FromTable 2.11we see that Gray coding helps reduce the error rates for both DR
and PI errors in the LSBven and LSBxdd subpages. This leads to almost equal error
rates for MSBeven and LSBeven subpages as well as M8&d and LSBodd subpages.

This has two implications. First, the ECC can be of lower strength than before. Second,

the ECC unit for MSB and LSB subpages can be the same.
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Table2.12. Subpage error rate before and after Gray coding

MSBeven | LSBeven | MSBodd | LSBodd
Retention errors ™ Wb T80 (P pg ¢ CdD
Retention errors 8 «b ™D |[pg ¢ | p& x
(After Gray coding)
Pl errors (Ais 50) PAUD | TRED | XYY | ™1 D
Pl errors PE&UD |[oBgIUD ™ XY ™XTD
(After Gray coding)

2.8.2Candidate ECC Schemes

A. Error Rate Analysis of thd=our Sub-pages

The error rate of NAND Flash memories depend on the number of P/E cycles.
The lifetime of NAND Flash storage systems is at IpastP/E cycleq2] [13] [24], sO
we consider the lifetime to be Jp TP/E cycles. For this scenario the average bit error
rate of Pl error ig§ Op 1, 1 day retention error is algd 1 , 3 day retention error is
p&p 11, 3 week retention error sp 1T, 3 month réention error i Jp 11 and 3
year retention error is® p 1 [23][24]. The average error rates for DR and PI errors
are used to computg andn . For instance, the 1 day retention error rate 9b 1T is
equal to the summation of erroates of four supages (sedable 2.12). Thus,¢ O

™ Qb 18D

PR ¢ T® D andb

pm T8t U 1T . We list the
error rates for the four sytages for different DR times and Pl cases dimy coding

for v p mP/E cycles inTable2.1
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Table 2.B. Subpage error rate for different DR times and different Pl ratis gt
v p TP/E cycles

v O TP/E cycles | Raw BER BER

MSB-even | LSB-even | MSB-odd | LSB-odd
Pl (Ais 4) B @ TR X [pPR | p8TB x | CBBO X
Pl (Ais 8) Brfb | TG X | PR X @ | e Y| p& & X
Pl (Ais 50) Ctfo @ | V& PO X | P8 & @ | p8tfo Y| cR fo Y
DR 1 Day C8rflo @ | Cq P X | CBPO X | X8 fo X | X& &0 X
DR 2Day X8Bo @ | pP PO @ | pB B @ | & @ ¢ [ BB ¢
DR 3 Day PRI LB G OB ¢ ¢ gD B ¢
DR 7 Day LBT @ L | X8 @ | XB RO @ | PK Ko L | PR PO U
DR 3 Week Cqrflo T | ¢8tflo L [ CBPo L | X8 L | X& Y v

B. ChoosingAppropriate ECCCode

Our goal is to find an ECCode that achieves an uncorrectable bit error rate
(UBER) ofp 1t for every subpage. Such an UBER is a reasonable target value for
many storage systenj8] [27]. We propose to use BCH code to reach this goal since
NAND Flash errors, especially aftbit-level interleaving, are random SEUs. For small
DR error, such as when DR error is 1 day, the BER of even pa@3ds 1 and BCH
(532,512,t=2) code, is sufficient. If DR is larger, the error rates are higher and stronger
BCH codes have to be usdeigure2.21 plots UBER vs. raw BER obtained after Gray
coding for several BCH codes with 512 information bits. This figure helps us determine
the BCH code that is required for the different-palges. For instance, R is 3 days,
then the MSBeven subpage has a BER@ ¢ 1 and at =3 BCH code is sufficient.
If the DR error increases to 3 weeks then the MSBn subpage BER is as high as

¢ p i and at=5 BCH code is required to achieve UBER of .
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Figure 2.21 BCH codes with different error correatiaccapabilities for 512 information
bits

C. Adaptive Refresh Technique

To eliminate retention errors in NAND Flash memory, remapping aypdaire
reprogramming based refresh techniques have been propd2&{l im remapping based
refresh, the data of a wle block iSREAD out, error corrected (if necessary) page by
page and written into another empty block. The original block is erased after remapping
and marked as empty. In-place reprogramming, on the other hand, the decoded data is
compared with dataREAD out from memory, and in case of errors, additional
programming operations are applied in place to correct the errorpladae
reprogramming refresh is preferred[B¥] since remapping based refresh increases the

number of erase operations and thesluces memory lifetime. However,-ptace

55



reprogramming has its own problems. It cannot correct Pl errors and instead introduces
more PI errors due to additional programming operations.

In this work, we propose to use both these techniques but do rergapased
refresh only during regular data update. In regular data update, data are copied from
current block to another block followed by erase of current block. Remapping based
refresh when done along with data update just adds another layer of ECC deautlin
encoding, which has minimal effect on Flash memory performance and energy. The
choice of whether we use-place reprogramming or remapping is based on the access
frequency of the applications. Some applications have high access frequencies. For
instance, file benchmarkezoneandpostmark have 20 and 5.5 P/E cycles in one block
per day; others have low access frequencies such asviebcgearchvhich is 0.0005 P/E
cycles per day.

For applications with high P/E frequency to memory blocks, we peopmsise
remapping based refresh. It has a very small overhead since the latency and energy of
programming operation in NAND Flash memories are much larger than that of ECC unit.
This technigue does not increase the number of erase operations compeagethtodata
update and thus does not introduce more PI errors due to refresh. For applications with
low P/E frequency, renpping based refrestan not be combined with data update. As a
result, every remapping introduces additional erase operation arfugh&s overhead.

So we propose to use-ptace reprogramming in such cases. While this does increase
BER of PI errors, it has minimal impact on total BER because retention errors, which can

be corrected, are dominant for this scenario.
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Next, we discuss theffect of refresh frequency for both scenarios. When P/E
frequency per block is more than one per day, Pl errors are dominant and the net BER is
determined by the Pl errors and can not be reduced even if the refresh frequency is higher
than once per dayn that case we propose to use remapping based refitsihegular
data update. Whe/E frequency per block is lower than once per day, we propose to us
in-place reprogramming baseefresh as long as the refresh frequency is higher than the
P/E frequeny of the application. To guarantee that all blocks have been refreshed at a
predetermined frequency 1/ U, we can keep th
bl ocks that have had no P/ E operations witdtk
techniqe is shown inFigure 2.22, and the effect of different refresh frequencies for

different applications is given in Section 2.8.3.

Application

<PIE cycles/day >1 >—————
No

Yes

In-place

Remapping reprogramming

Adaptive

Refreshing interval U

interval U
control

U=1day

Figure 2.22. Flowchart of adaptive refresh technique.
Note that, for applications with P/E frequency lower than 1 per day, the refresh

frequency is higher than the P/E frequency. In this case, data storage time is equal to
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refresh interval since data are refreshed before the next P/E opeFatibe.14 lists the

BCH codes that can be used for the different subpages for different refresh intervals.
These codes are obtained from the decoding performance culiviggiia and the BER

of retention errors listed ifable 2.1 For instance, if the refresh interval is 2 days, we

can use BCH (542, 512, t=3) code for both the even and odd pages.

We use BCH codes with error correction capability fisr2all the subpages when
refresh interval is 1 day. This is because for applications with high P/E frequency, high
decoding speed is preferred and it can be achieved by applying plain decoding algorithm
for t=2[26][27]. Since MSBodd and LSBodd subpagehave higher error rates, we need
a stronger BCH code. So we use four BCH(144,128,t=2) codes to achieve the desired

error correction performance.

Table 2.14. ECC schemes to achieve UBER=21f@r different refresh intervals for
different bpages.

Refreshinterval Even Page (MSB,LSB] Odd Page(MSB,LSB
lday BCH(532,512,t=2) 4BCH(144,128,t=2)
2days BCH(542,512,t=3) BCH(542,512,t=3)
3days BCH(542,512,t=3) BCH(552,512,t=4)
lweek BCH(552,512,t=4) BCH(562,512,t=5)

3weeks BCH(562,512,t=5) BCH(572,512,t=6)

2.8.2. Evaluation ofAdaptiveRefreshTechniques

A. Hardwarelmplementation
The ECC units listed iTable 2.14 have been synthesized in 45nm technology
using Nangate cell librarj29] and Synopsys Design Compil@0]. The BCH decoders

are pipelined versions of thaimplified inversefree BerlekamgMassey (SiBM)
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algorithm. The 2folded SiBM architecturg31] is used to minimize the circuit overhead

of Key-equation solver at the expense of increase in latency. A pdaaller of 8 is used

for syndrome calculation and Chien search. The decoding latency, energy and
redundancy rates of the different ECC schemes presented in Table 2.14 are given in
Table 2.15 For page size of 4KPage, each supage is 1KB and so there are 2 ECC

units per subpage working on 512 information bits in parallel.

Table 2.15. Decoding latency and redundancy rate of ECC schemes. Results are given as
decoding latency (ns)/energy (pJ)/redundancy ratetic@l path is 0.59ns for
BCH(144,128) and 0.65ns for BCH(532,512), BCH(542,512), BCH(552,512) and
BCH(562,512,t=5).

Even Page Odd Page
Refresh | Latency | Energy | Redunrate| Latency | Energy Redun
Interval (ns) (pJ) (ns) (pJ) rate
lday 50.7 122.4 3.%% 23.6 296 12.5%
2days 89.1 169.6 5.8% 89.1 169.6 5.8%
3days 89.1 169.6 5.8% 94.1 225.2 7.8%
1week 94.1 225.2 7.8% 100.0 292.4 9.8%
3weeks 100.0 292.4 9.8% 107.2 380.0 11.7%

Table 2.1 lists the energy and tency numbers of NAND Flash memory using
measured results of several commercial chips prod3&§34]. While the value of
latency and energy varies among different manufacturers and technologies, we picked the
average values for a 4KB page NAND Flash rogmin 45nm technology. Note that the
energy values of the ECC unit shownTiable 2.15are significantly less than the Flash
energy values shown imable 2.1 Thus the ramory energy is only affected by the

additional storage that is required by the ECC code.
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Table 2.8. Latency and energy of 4KB page NAND Flash in 45nm Technology.

Programming READ Erase
Latency(us) 520 35 2050
Energy(uJ) 65 2.1 30

B. Systentevel Evaluation

B.1 Applications with P/B-requencyHigher than Once per By

For applications with P/E frequency higher than once per day, we set the refresh
interval to be once per day. In that case BCH(532,512,t=2) is used for eyerapa
BCH(144,128,t=2) is used for odd page. We use shorter BCH code with the same t value
in odd page for higher error correction capability with fast decoding. Fiadrte 2.15ve
see that the energy and latermwerhead of the ECC unit is quite low and is significantly
less than those of NAND Flash memory. Thus, the only overhead is the additional energy

due to parity storage, which is 3.9% and 12.5% for even and odd pages, respectively.

B2. Applications with PE FrequencyLessthan Once perDay

For applications with P/E frequency less than once per day, we analyze the impact
of different refresh frequencies on memory energy and ECC decoding latency. We
consider two types of applications that are borrowed f{25&). Application A has P/E
frequency of 1/7 day and programming ratio (defined as numB&RITE/ total number
of READs andWRITEs) of 17%. Application B has P/E frequency of 1/200 days and
programming ratio of 20%.

As refresh interval increases, addi@ energy due to refres/READ, ECC

decoding and Hprogramming decreases. However, since the BER of retention errors

60



increases, to achieve the same UBERX1at 5*10* P/E cycles, the required error
correction capability of ECC code increases. The efféatcreasing refresh interval for
Application A is shown inFigure 2.23 Normalized additional energy is the ratio of
Eadditional OVer Bpaseline Where BaseineiS the energy without refresh and ECC and is
calculated as fGseine = Ereap*Nreap +  Eprogranming®™N programming Where  Mzeap and
Nprogramming @re the number oREAD and WRITE operations. Let Kditiona b€ the
additional energy resulting from refreshessh and accesses to a large memory given by
Eparity=Ebaseiine * redundancy rate. Ignoringhé energy of ECC unit, {&esh can be
represented asdgesnd  HeAB + Eprogrammind*(f refresifr/e), Where Reapand Brogrammingare

the energy oREAD andWRITE and feresfp/eis the ratio of refresh frequency oveEP/

frequency of the application
8 . : . : . 100
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Figure 2.23. Effect of different refresh intervals for Apption A. Additional energy is
normalized to the baseline energy that does not include refresh and ECC.
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Table2.17. Additional energy distribution of refresh technigqoe different refresh

intervals
Additional 1 day 2 days 3 days
energy due tq Evenpage| Odd page| Evenpage | Odd page| Evenpage| Odd page
READ 1.3% 1.3% 1.3% 1.3% 1.3% 1.2%
WRITE 98.0% 96.5% 96.3% 96.3% 94.2% 92.8%
Parity storagg 0.7% 2.2% 2.4% 2.4% 4.5% 6.0%

As shown in2.23 as refresh interval increases fromday to 3 days for
Application A, normalized additional energy of both even and odd pages decrease and
they have almost identical values. The same trend is not true for decoding latency. As
refresh interval increases from 1 day to 3 days, for even pagesdidg latency
increases from 50.7ns to 89.1ns while it increases from 23.6ns to 94.1ns for odd pages.
The difference in decoding latency of the two pages is due to different ECC schemes
being used for the two pagdsgure 2.23also shows that for bothven and odd pages,
refresh interval of 3 days is preferred for lowering energy while refresh interval of 1 day
is preferred for achieving low decoding latency and redundancy rate.

We also analyze addition®EAD energy, WRITE energy and parity storage
enegy due to refresh for Application ATéble 2.1). We find that as refresh interval
increasesREAD energy due to refresh is constant at around 1.3%. Howeval/RHEE
energy due to refresh decreases from 98% t8%2while the parity storage energy
increases from 0.7% to 6.0%. This is because long refresh interval results in higher BER
due to retention errors and therefore requires high error correction capability. This results

in not only long decoding latency batso more parity storage. The increase in parity
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storage causes an increase in energy consumption of all the operations in NAND Flash
memory.

Furthermore, for the case when memory energy and ECC decoding latency have
equal importance, we compare normetl energy and latency product for three refresh
intervals as shown ifigure2.24 For even page, refresh interval of 3 days is the best
choice, since the enerdggtency product keeps decreasing as refresh intenaleases.

For odd page, the energgtency product of refresh interval of 1day is lower than that of

3 days. This is because refresh interval of 1 day results in low BER and enables us to use
BCH code with t=2. This specific code can be implemented witlasa decoding
algorithm and the low decoding latency offsets the high energy resulting from short
refresh interval.

Similar analysis has been done for Application B. As refresh interval increases,
decoding latency increases while the additional energyedses. Since the P/E
frequency of Application B is lower than that of Application A, use of the same refresh
interval results in more normalized additional energy for Applicatiofigure shows
the energytateng/i product as a function of refresh interval for Application B. In this
case, we see that for both even and odd pages, the longest refresh interval achieves the

lowest energyfatency product.
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2.9. Conclusion
In this chapterwe first analyze the source of errors in NAND Flash memories

and find that the errors are caused by threshold voltage shift due to increasing number of
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P/E cycles. We also find that increased variation in threshold voltage in scaled
technologies causes an increase indtier ratesWe build a quantitative error rdel to
estimate the threshold voltage shift and capture these efféts.we propose product
code schemes to handle high error correction capability of NAND Flash memories with
reduced hardware overhead. The proposed schemes use RS codes along rows and
Hamming codes along columns and can handle both random and MBU errors. We show
that for 8KB and 16KB page sized memories, regular product schemes achieve one
decade lower BER when raw BER ranges fipnt top 1 compared to plain RS
codes or BCH ate with similar code length. The proposed product code schemes also
have lower hardware and latency than plain RS codes. To support the higher error
correction capability needed when MLC NAND Flash memories get close to the rated
lifetime, we propose a figble scheme where a single Hamming code along the columns
is replaced by two shortened but stronger Hamming codes. For instance, for 8KB
memory, we can maintain the BER @frt even when the raw BER increases from
22 pmm to 40* pmt by moving from RS(127,121)+Hamming(72,64) to
RS(127,121)+two Hamming(39,32). Unfortunately, this results in 8% larger parity
storage area and 12% longer latency that that of the akiggheme.

We also utilize the error characteristics of retentand Pl errors provided
in [22],[23] to develop low cost error correction techniques that use a combination of data
refresh policies and BCH based ECC schemes to achieve low UBER. FirseBray
coding and bHevel interleaving to reduce the error rates. We find that this results in

comparable error rates for MSB and LSB subpages of odd and even pages and enables
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the subpages to share the same ECC unit resulting in low hardware ovéterade

use different data refresh policies to reduce the retention errors. For applications with P/E
frequency higher than once per day, we propose to use remapping based refresh during
regular data updates since it has very little effect of memory ered)\=eCC decoding
latency. For applications with P/E frequency lower than once per day, we-pkecén
reprogramming based refresh where the refresh interval is chosen based on the system
requirements. For instance, to achieve UBER=16at 50K P/E cycls, if the P/E
frequency is once per week, we use BCH (572,512) with refresh interval day to
achieve the lowest memory energy, and BCH (532,512) with refresh intenlatiaf to

achieve the lowest ECC decoding latency.
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CHAPTER3

PHASECHANGE RAM MEMORY

3.1.Introduction

Phasechange RAM (PRAM) is a promising memory technology because of its
fast READ access time, high storage density and very low standby power -Iblti
Cell (MLC) PRAM, which has been introduced to further improve the storagsitge
has lower reliablity due to closer resistance valubstween adjacent states. Errors in
MLC PRAM can beclassified into two classes: soft errors and hard errors. Soft errors are
caused by structure relaxation (Sptpperty of the phase change materresultingin
increasing resistivity of amorphous phase overetirilard errors are caused Bp
contamination at the heating contact due to repeated high current for programming
RESETstate. While soft errors increasedsga storage time (DSTicreags hard errors
resultin shorter memory lifetiméecausehey increase athe number of programming
cycles (NPC)ncreases

In this chapter, we analyze the error characteristics of these two types of errors
and propose comprehensivdutmns to correcboth of themWe propose a muHiered
approachwith small overhead that spaaschitecture circuit and devicdevel so that a
low cost ECC scheme can be used to achieve talggbility. At the architecture level,
we use a combination of Gray code eringcand 2bit interleaving to partition the errors
andsubblock flipping to reduce the numberlarderrors At the circuit level, we tune
threshold resistanc® minimize the BER (due tsoft errorsand hard err@). At the

device level, we tune progranmg current profile to achieve low BER at the expense of
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high programming energy and long latentiie multi-tieredapproach enables ususe a
simple BCH based EC@ achieve BFR=18 We also study PRAMDRAM hybrid
architecture to hide the programmiragdncy of PRAM and enhance the memory lifetime.
We analyze the tradeoffs between system metrics, such as energy, IPC and bfetime
running SPEC2006 and Dafio benchmarks on GEM%his work was presented in
[34][35][36].

The rest of this chapter is orgaed as follows. Section 3.2 describes the
operation of SLC and MLC PRAM cell. The causes of soft errors and hard errors are
given in Section 3.3. Section 3.4 summarizes related wadhitecturelevel and circuit
level reliability control techniques areethonstrated in Section 33and Section 8.
Section 3. Mescribes devickevel reliability control by current profile tuning. Section 3.8
summarizeswo multi-level error correctiompproachesnd analyzegheir performance,

system energy and IPSection3.9 concludes the chapter

3.2.Background

In this section we describe the basic structure of the PRAM cell including
programming of SLC PRAM (section 3.2.1), the device model of PRAM based on its

physical characteristics (section 3.2.2), and programiing PRAM (section 3.2.3).

3.2.1PRAM Basics
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The structure of a PRAM cell is shown in Figure 3.1. It consists of a standard
NMOS transistor and a phase change device. The phase change device is built with a
chalcogenide based material, usually,&®8Tes (GST), that is put between the top
electrode and a metal heater which is connected to the bottom electrode. GST switches
between a crystalline phase (low resistance) and an amorphous phase (high resistance)
with the application of heat; the default phasehis material is crystalline. The region
under transition is referred to as programmable region. The shape of the programmable
region is usually of mushroom shape due to the current crowding effect at the heater to
phase change material contact][26

Unlike conventional SRAM and DRAM technologies that use electrical charge to
store data, in PRAM, the logical value of data stored in the device corresponds to the

resistance of the phase change material in the device. In a SLC PRAM, there are two

states, REET state (Il ogical 606) corresponding
and SET state (logical 616) corresponding
Top electrode BL
Phase change GST
material
7N
Heater — Insulator
wi
Bottom electrode
SL

Programmable
Region

Figure 3.1 PRAM cell structure [26].
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During WRITE operation & SLC PRAM, a voltage is applied to the word line
(WL), and the current driver transistor generates the current that passes between the top
and bottom electrodes to heat the heater causing a change in the phase of the GST
material. DuringWRITE-O or RESEToperation, a large current is applied between top
and bottom electrodes (see Figure 3.2). This heats the programmable region over its
melting point, which when followed by a rapid quench, turns this region into an
amorphous phase. Figure 3.3(a) showspitogrammable region during amorphization.
Hered is the thickness of GST,is the radius of the programmable region and CW is the
width of the bottom contact between GST and the heater. DWIR{TE-1 or SET
operation, a lower current pulse is applied & longer period of time (see Figure 3.2) so
that the programmable region is at a temperature that is slightly higher than the
crystallization transition temperature. A crystalline volume with radidgarts growing
at the bottom of the programmablai@ as shown in Figure 3.3(b). At the end of this
process, the entire programmable region is convédel to the crystalline phase.

In READ operation, a low voltage is applied between the top and bottom
electrodes to sense the device resistance REB#&D voltage is set to be sufficiently high
to provide a current that can be sensed by a sense amplifier but low enough to avoid

WRITE disturbance [26].
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Figure 3.2 PRAM cells are programmed amEAD by applying electricapulses with
different characteristics.

Top Electrode Top Electrode
@ | W
r ‘ r ¢
cw cw
«— Heater
Bottom Electrode Bottom Electrode
() (b)

Figure 3.3 Phase change in the programming region; a) amorphization, b) crystallization.

3.2.2Device Model

To simulate the programming process of a PRAM cell, an Hspice model has been
developed as shown in Figure 3.4. While in our earlier model [35], the cell resistance
was only determined by the supply voltage or current, in the current n®etHe cell
resistance is a function of the input current profile, geometry of the programming region,
and the phase of the phase change material in the programmable region (amorphous or
crystalline). According to this model [37], the equivalent cirafiPRAM consists of

four parts: input energy conversion, temperature transition, phase change and geometry
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as shown in Figure 3.4. Here- Bnd G represent the thermal resistance and capacitance
of GST structure, Brire is the electrical resistance of G@llring programming. The
switch connected to fRor Rym)in the model indicates the phase changing direction of
GST material (m stands for melting which happens before amorphization and g stands for
crystallization) and Gaerepresents the state of thRAM cell. The input energy changes

the temperature of the GST material based grail G. The temperature is used to
decide on the switch position: when the temperature is higher than the melting
temperature, the switch flips up anddeis charged bytte voltage source, indicating the
melting of GST. When the temperature is between the melting and annealing temperature,
the switch flips down and &eis discharged throughgRindicating the annealing of GST
resulting in the crystalline phase. The getm block describes the cressctional shape
(mushroom) of the programmable region, the dimensions of which are used to update the
electrical and thermal parameters simultaneously.

The equations for R Rr and G are given by [37]

Y 7 — (Eg. 3.1)

Y — (Eqg. 3.2)

6 6wk (Eq.3.3)
where 'Y is the electrical resistance, is the electrical resistivity) is the thermal
conductivity andb is the heat coefficient. The valsief” , 0 and are borrowed from
[66][67] and listed in Table 3.1. Note that the current through the top and bottom

electrodes depends on both the width of top electiobiend contact width CW. When
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0 is larger than CW, the effect ob i s approxi mately model ed b

calculated as U = 0.79*d/ CW+1.08 = 2.46 by d

Input Energy  Temperature Phase
Conversion Transition Change
N s N s

—\\—]
l_
J?*

J & ) .
T ( Iteration )
[ Geometry/Structure/Material }

Figure 3.4 The equivalent circuit model for SPICE simulation [37].

Table 31. Material properties in PRAM device model.

Electrical Thermal Specific
Material resistivity |[c ond u c Heat cO
) (qA (WAKY | (JARKH
Crystalline GST 0.0361 0.5 1.25
Amorphous GST 33.33 0.2 1.25

3.2.3MLC PRAM

Since the resistance betsrethe amorphous and crystalline phases can exeged 2
orders of magnitude [27], multiple logical states corresponding to different resistance
values can & accommodated. For instangestates can be accommodatada 2bit
multi-level cell (MLC) PRAM. he 4 st at es of forsfull@horplaousc el | ar
state, 6116 for full c¢crystalline state, and
MLC PRAM can be programmed by shaping the input current to theTdwedl.
finite state machine (FSM) for moday WRITE in a 2bit MLC is shown in Figure 3.5(a)

[ 68] . To go to 06116 state from any other st
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width is applied. However, to go to 060006 st
0116 staterbgrawmmidgovén go to 06016 or 6106
and then to the final state after application of several short pulses. After each pulse, the

READ and verify method is applied to check whether the correct resistance vas

been readckd. Figure 3.&) shows the resistance values corresponding to multiple
programming steps that are requiraegdhet o go f
resistance value in the memory celREAD out and compared with the resistance of the

final state; if it is higher than the final state resistance, another current pulse of dyration t

is applied to furthetower the resistance. In ans8p programming strategy, 8 current

pul ses are needed to reach t heourrseupieachance o
current pulse is of width 34.8ns and amplitude 124.8uA anRBE#D and verify latency

is 17.32ns. The current pulse used in the tr
100ns and amplitude 134uA; the current pulse used imtheansi ti on from st a
state 06006 is of width 60ns and amplitude 1
interstate transitions are listed in TaBl&. Note that the programming latency in 2bit

MLC PRAM is determined by the longest latency,iethis the latency to go from

state 60106 state 6106. This is the sum of |

6006, foll RWADA nlly veevdryalst eps to statedlO06.

-
=

. N t1: read and verify latency
I I I @ —L N\, t2: programming pulse width
D
N/~ RC

R

100k \
; _\_—\
AR
1> ’
I ! !
ﬂﬂ-ﬂ_ é

(W)

Resistance!

0 2 14

46 8 10
Number of pulses
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(@)

(b)

Figure 3.5 (a) Finite state machine of MLC PRAM. (b) Multiple programming steps to

moyve

from

state

60006 to

state

61060 .

Table 3.2 Single cell lateny and energy of interstate transitions corresponding to an 8
step programming strategy.

Latency(ns)/energy(pJ)

00 01 10 11
00 324.8/17.4 432/23.2 102/13.4
01 167/25.04 599/48.24 102/13.4
10 167/25.04 491.8/42.44 102/13.4
11 65/11.64 389.8/29.04 497/34.84

3.3.MLC PRAM Error Model

As described in Section 3.2, the logical value stored in PRAM is determined by

the resistance of the phase change material in the memory cell. Assuming there is no

variation in the phase change material character@sidt there is no sense amplifier

mismatch, the primary cause of errors in PRAM is due to overlap of the resistance

distributions of different logical states. In this section, we analyze the causes of

overlapping resistance distributions (section 3.3.1, @resent the error model for soft

and hard errors qualitatively and quantitatively (section 3.3.2).

3.3.1Resistance Distribution

A. Background

The resistance distribution of a 2bit MLC PRAM is shown in Figure 3.6(a). We

see that the resistance distribud n

of t he

nt er medi

at e

states

not symmetrical; theris a steep slope in the higtsistance side, while the low resistance

side has a long tail. This is because Rt6AD and verify step checks the resistance after
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every prgramming step and additional current pulses are required if the resistance is
higher than a required value.

The resistance distributions of all the states shift from the initial position due to
the change in the material characteristics such as struetaration or recrystallization
[69][70]. There are three threshold resistanc@giRoy Rin(10,01) and Rao1,00) to identify
the boundaries between the four states. A memory failure occurs when the resistance

distribution of one state crosses thee#thold resistance; the error rate is proportional to

the extent of overl ap. Figure 3.6(b) shows f
crossing Ro1,00)
11 ilO i 01 i 00 11 i 1oi 01/\ i 00

P : : : P : : : Failure

i | . L

e | | | 2> | | “

8 | | | 8 | | [

E i | | £ o | =
/AR z/\.ﬂa/\

| || | | 1 |
Increasing Resistance —_— Increasing Resistance
(a) (b)
Figure 3.6. Resistance distribution of 4 states in 2bit MLC PRAM. (a) Distribution in
nomi nal mode. (b) An example of failure cau

B. Distribution Model

PRAM cell resistance is determuhdy the programming strategy and current
profile. Earlier we have shown that the current variation is mainly determined by the
variation of CW of the programming region, as well as the variationyaf\the current
driver transistor [37]. In this studyye also consider the thickness of GST material, d.

We did MonteCarlo simulations in Hspice along with the variation parameters given in
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Table 3.3 to obtain the initial resistance distributions of four logical states of 2bit MLC

PRAM.

Table 3.3 Parameter values used in Hspice simulation

Parameter Valug o
(e Nu)
Cw 28 nm 2%
d 49 nm £2%
PRAM Rset 29 kq
RreseT 2. 3 Mq
Rwrite 1 kq
Vad 1.0V
CMOS Vin 494mV #A5mV
Length 28 nm

Figure 3.7 shows the resistance distribu
10,000 point MonteCarlo simulation runs. \& see that the resistance distribution curve
of state 6006 has a long tail. Consequently
longer be used to model this. We propose use of Rayleigh or Weibull distribution but find
that neither distribution cant fthe long tail effect accurately. Since we are interested in
calculating the error rate which is proportional to the overlapping area of two resistance

distributions, we calculate CDF (cumulative distribution function) and use curve fitting to
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model thelow resistance part. We used OriginPr88][for the long tail part of the CDF

curvesofste 5006 and obtained the function

5§ 00— (Eq. 3.4)

where the gogistic function has values a=650.45532-8.64532 and=1.11289.

30

20+

Count
e
Count
=
[}

104

slsIsls-slissﬁIﬁl‘sliﬁii il
1.0M 1.5M 2.0M 2.5M

Resistance of state '00" (W)

320k 360k 400k 440k 480k
Resistance of state '01' (W)

Figure 3.7 Resi stance distribution ofallsitgp state
programming strategy.

For the intermediate states that are programmedRBAD and verify, every
current pulse introduces moranations into the resistance distribution. Figure 3.7(b)
shows that theaesistanced i st ri buti on of state 060106 is e
state 6006. We compute the CDF of resistanc
both low and high stance edges withlggistic function. Table 3.4 provides the fitting
parameters corresponding torde programming strategies {&@p, 8step, 6step) for
bothc 016 and 061006 states. Here ALO and AHO i n¢
andhih resistance sides, respectivel y. We con
and H edges for stated6016 since these are t|

be described in Section 3.3.2.
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Table 3.4 Parameters ofagistic fitting function for CDE of Rp; andRy.

state | Side a k XC

10step | 01 L 0.28522 | 2.81048 | -1.18992
H 0.52051 | -3.06636 | 0.04945

10 H 0.34781 | -1.45712 | -1.12473

8step 01 L 0.23547 | 1.47895 | -0.78534
H 0.47859 | -0.5789 0.03451

10 H 0.17842 | -1.12445 | -1.01407

6step 01 L 0.24124 | 1.07192 | -0.52503
H 0.25478 | -0.41143 0.02709

10 H 0.20182 | -1.45011 | -1.11468

3.3.2Soft and Hard Error Analysis

The reliability of a PRAM cell can be analyzed with respect to data retention,
cycling endurance and data disturbs [28]this subsection, we describe the error sources

that impact data retention and cycling endurance. We neglect the effect of errors resulting

from data disturbs since they are not as significant.

A. Soft Eror Analysis
Data retention represents the caligbof storing data reliably over a time period
anddata retention timés the longest time that the data can be stored reliably. We define

data storage timgDST) as the time that the data is stored in memory between two
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consecutiveWRITEs. Thus DST haso be less than the data retention time. DST is
different for different types of applications. It is abouhdur (3*10's) if the PRAM is

used as the virtual memory in laboratory computers that only save the project of the
current user. On the other hamfdPRAM is used for daily back up in university servers,

it is about 1day (8*1%). For PRAM, data retention depends on the stability of the
resistance in the crystalline and amorphous phases. While the crystalline phase is fairly
stable with time and teperature, the amorphous phase suffers from resistance drift and
spontaneous crystallization. The resistance increases due to structure relaxation (SR) [22],
a phenomenon seen in amorphous chalcogenides and related to the dynamics of the
intrinsic traps.

10° ISymbols: measured data Lines: simulation data

R =R()'+R
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2 4 Adodeded
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o
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vvvvv
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104 T T T Al il T il il T I
10®° 10* 10° 10% 10™ 10° 10* 10° 10° 10* 10°
Time(s)

Figure 3.8. Resistance drift comparison between proposed MLC PRAM model and
measured data [71].

A simple model has been built to model resistance drift due to SR as shown in
Figure 3.8. Since Rrepresent the amphous active region exclusively, let Represent
the impact of all the other resistances. Then, the data storage time (DST) dependent

resistance is given by
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o 1
at 9
R=RB§ +R
Cro~ (Eg. 3.5
where RandRar e varying and 3 is the resistance ¢
al | the intermediate states. In this paper,

used in [33] and [72], and the standard deviation to mean ratio is 40% as defiB&[d in
Measured data from [71] almost match the simulated data as shown in Figure 3.8. Based
on the initial resistance in Table 3.1, &1d R in this paper are listed in Table 3.5.

Table 3.5. Parameters of resistance drift model.

State | State | State | State
00 01 10 11
Ra( q| 225000| 48319 | 15319 | 10026
Re( q 0 3533 265 18

While resistance drift occurs for all four states, the drift in the resistance of
intermedi ate state 00106 and 01006 causes sof
resistance drift is annulled in tilext WRITE operation.There are two mechanisms that
resul t i n s oe>ot0 1edr)r odruse, tEos (tohled 6H waghgadd o f st at
Es(&®0O®D6) due to the H ®gtgEwuserforratesaldpend 6016 ¢
on the distribit ons o f the resistances of wiéogates 010
and Rn1,00) Increasing Ro1,00)results in larger reduction in the soft error rate, as will be
shown later. The mechanisthat results in soft errors in &MLC PRAM is shownin

Figure 3.9.
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Figure 3.9 Soft error mechanism of MLC PRAM.
B. Hard Errors

Hard errors occur when the data value stored in one cell cannot be changed in the
next programming cycle. There are two types of hard errors in SLAMPRtuck-
RESET failure and stueBET failure [28]. StucilSET or stuckRESET means the value
of stored data in PRAM cell is stuck in 016
written into the cell. These errors increase as the number of programnites cy
increases.

StuckSET failure is due toepeated cycling that leads to 8bhrichment at the
bottom electrode [72]. Sb rich materials have a lower crystallization temperature leading
to data loss and crystallization of the region above the bottomasecait much lower
temperatures than the original material composition. As a result, the bottom electrode
cannot heat the GST material sufficiently, and the resistance is lower than the desired

level for reset state. The resistance drop can be attributibe {Ge density distribution

82



change, similar to the trap density change for resistance drift. The resistance reduction is

a power function of the number of programming cycles (NPC) and is given by
aR=a*(NPQ)" (Eq. 3.6)

where a equals 151609 and b equals 0.16036 [34]. Figure 3.10 compares the resistance

drop model of 6006 state with measured dat a

L
TR

Resistance of state OO _
10° - s

Resistance(Ohm)

®  Measured Resistance
Simulated Resistance

1()4 T T T T T T T
10° 10* 10° 10° 10° 10° 10° 10
Number of programming cycles

Figure3.10 Resi stance dr o perdfpgrograroniing cyslds fZ8l.e wi t h nu
In a stuckRESET failure, the device resistance suddenly and irretrievably spikes,

entering a state that has much higher resistance than the normal RESET state. Stuck

RESET can also be caused by over programmed current Ha@fher programming

current results in larger amorphous volume, which takes more time to become crystalline,

and shows higher resistance than desired value after a SET operation.
For MLC PRAM, the failure characteristics due to NPC is similar to that @ SL

PRAM but the number of hard errors in MLC PRAMIlarger than that in SLC PRAM.

Since the threshold resistance between state

than the threshold resistance betweeresta® 0 6 and st at ertiiekamei n SLC
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NPC, the number of errors duemnodops hhest ri but i

The mechanisrthat causes hard errorsMLC PRAM is shown in Figure 3.11.
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Figure 3.11 Hard error mechanism of MLC PRAM.
C. Data distub

Data disturbalsoknown as proximity disturb, can occur in a cell in RESET state
if surrounding cells are repeatedly programmed. In this case, the heat generated during
the programming operation diffuses from the neighboring cells and accelerates
crystllization. Another type of disturdREAD disturb, occurs when a cell READ
many times. This type of disturb is dependent upon the applied cell voltage and ambient
temperature. Both these types of disturbs are not as prevalent and so in the rest of this

chaptemwe ignore the increase in error due to data disturbs.

3.4 Related Work

Many architecturdevel techniques have been proposed to achieve low decoding

overhead. Techniques to reduce hard errors in SLC PRAM have been presented in [29
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32]. Wear levelg techniques and a hybrid memory architecture that reduce the number
of WRITE cycles in PRAM have been proposed in [29]. The schemes in [30] and [31]
can identify the locations of hard errors based REBAD-andverify process. While
additional storage area needed to store the location addresses of hard errors in [30],
iterative error partitioning algorithm is proposed in [5] to guarantee that only one hard
error is distributed in one subblock and it can be corrected dREYD operation.
Another schem§32] uses finegrained remapping with BCH code, and can correct up to

6 errors. Based on simulation result that most blocks have no more than 1 hard error
when the block size is small, ECC unit in [32] has flexible error correction capability.
Parity bits for correcting 1 hard error are stored in the same memory block with
information bits and can bBEAD out simultaneously. If the number of hard errors
increasesstronger codes are required goadity bits areREAD out from another location.

For correctingsoft errors in MLC PRAM, a time tag is used in [8] to record the retention
time information for each memory block or page and this information is used to
determine the threshold resistance READ operation However, tuning threshold
resistance for redutg only soft errors has an adverse effect on its hard error rate.

The latency and energy of PRAM based memory systems have also been studied
in [74-77]. The PRAM device model parameters were embedded into CACTI [49] to
create PRAM memory simulators in [[7475]. These were used to characterize
heterogeneous memory systems in terms of system level energy consumption and timing
performance in [76] [77]. None of these works considered the reliability of PRAM,

especially MLC PRAM.
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3.5. Architecturdevel Error Control

3.5.1Gray Coding and 2it Interleaving

I n Section 3.3, we showed that the resis
resistance drift of 6016 state to 60006 stat
state t o 06O Oald@rrostHare, e popasesaesshenie based on combination of
Gray code based encoding ant@diRinterleaving [35] that helps partition these errors so
that a lower strength ECC can be used for at least half of the bits. By using Gray code
based encodinggfr a 2bit MLC, the mapping of 06006 ar
is now mapped to 6116 and 06116 is mapped to
of states 61006 to 60106 translate to error di
with 2-bit interleaving, these soft errors are now localized in the most significant bit
( MSB) or the 6éoddd bit. Similarly the error

causes hard errors and resi st amarelocdized f t of (

in the |l east significant bit (2LSB) or O6evendo
Regular Coding 1 1 1 0 0 1 0 0
Gray Coding 1 0 1 1 0 1 0 0
MSB:Soft Errors LSB: Hard &Soft Errors

Figure 3.2 Error distribution after Gray coding of 4 states
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Figure 3.8 Encoding flow of 2bit interleaving technique.

Figure 3.B describes the-Bit interleaving technique; the odd block processes the
MSB bits while the even block processes the LSB bits. Thus each block processes half
the number of bits. The data in the odd block contain fewerseama are encoded by a
simple ECC scheme, such as Hamming code. The data in the even block contain larger
number of errors and so we propose to use subblock flipping and BCH codes to correct
the errors. Note that the errors in the even block are low ibelgenning and increase
with NPC while the errors in the odd block are always low. This fact can be exploited in

the design of a flexible ECC scheme but has not been addressednarthis

3.5.2Subblock Flipping

Subblock flipping [5] is a technique théips part of the information block or
subblock, afteREAD-andverify process in th®/RITEoper at i on. 't el i mine
(V) hard errors which are stuck at the opposite value of what was written and therefore
can be detected by this process. Thasible (I) hard errors are stuck at the same value
of what was written and cannot be foundREAD-andverify.
The iterative subblock flipping algorithm in [5] partitions the information data

into multiple subblocks such that in the end there is oniggleshard error in each of the
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subblocks. Ifthere are multiple hard errorghis technique requires several iteratioms
guarantee no V errarSince each iteration involves PRAMRITE, this technique is not
energy efficient. Also, the subblock sizedifferent across iterations, thereby increasing
the complexity of the memory system.

We propose a noiterative technique where the information bits are partitioned
into fixed number of equal sized subblocks. This method was pitgtoséd in [16].
Amongt he four 2 bit data patterns (00,011,110, 1
programmed ina StueRet f ailure cell while data 6016,
Thus, the probability of a V error 5%, and the probability of drerror is75%. It can
be shown that if the StueRet cell failure rate is 1%) the probability that a subblock has
only StuckSet cell failure is more than 99.7%.

In the case of one Stucket failure cell per subblock, one V or one | error can be
corrected by onéeration of subblock flipping. If there are 2 or 3 Stifdt failures in a
subblock, then a single iteration of subblock flipping can also reduce them as shown in
Table 36. In the case of 2 StueRet failure in a subblock, the probability of 1=2, V=0 is
(3/4)2 =9/16 and the probability of V=2 and 1=0 is (1/4)2 = 1/16. For I=2, V=0 case,
subblock flipping is not required since there are no visible errors. For =0, V=2 case,
there are (1/16)*2=1/8 V error before subblock flipping and result in 0 V erftas a
subblock flipping. For I=1 and V=1 case, the probability is (3/4)*(1/4)*2=6/16 before
subblock flipping. In this case, V errors can be coe@bly subblock flippingexcept for
data patterr® 0 Whdch resuls in aV error after flipping (LSB in evenlbck is flipped

from 1 to 0). Similarly, in the case of 3 StuSkt cells per subblock, the average number
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of V errors after subblock flipping is 3/8. Thus, a single iteration of subblock flipping can

reduce the number of hard errors significantly andrgpk ECC scheme can be used to

handle the remaining errors. Note tiratcontrast to [5] which only handles hard errors

we include an ECC scheme to handle the soft erftwss we propose to use one iteration

of subblock flipping and simple ECC schemesandle all the errors.

Table 36. Visible hard error reduction due to subblock flipping when there are multiple

StuckSet cell s per subblock (V for
StuckSet |1 |V | Probability of | Visible Visible errors
failures I&V error errors left after SF

1 |1 6/16 6/16

2 2 |0 9/16 0 1/8
0 |2 1/16 1/8
1 |2 9/64 9/32

3 2 |1 27/64 27/64
3 |0 27/64 0 3/8
0 |3 1/64 3/64

The hardwareoverhead of subblock flipping include XORtga that are used to

Ovi si

flip data andextra storage of the flag bitEhereis additional overhead due ktency and

energy of the 2ndVRITE. The extra latency due to the 2WRITE is the BFR of the

256 bit block and is given by

The increase in energy due to the 2MRRITE is the BFR of the subblock.

Assuming one subblock is written into main memory bank, only the subblock having

Lond P

Y

" %2 ,

errors needs the 2MIRITE. It is given by

Eond=p

Y

" 02 T
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where p is the number of subblocks. According to equa8d@) &nd B.7), Exngand Long
are about 3% and 22.6% when the raw hard error rate“isTHe Bnq of [5] equals 6

BERaw*N/p, which is larger than that dfie proposed scheme.
3.6. Circuitlevel Error Control

In Section 33, we have shown that the soft error rate increases with DST and that
the hard error rate increases with NPC. In this section, we show howdheage can be
reduced by tuning the threshold resistancgio) for a specific DST. Recall that
threshold resistance can be tuned by changing the reference current of the sense amplifier
as in [13]. DST is different for different types of memory. DS about 1hour (3*18) if
the PRAM is used as the virtual memory in laboratory computers that only save the
project of the current user. On the other hand, if PRAM is used for daily back up in
university servers, the DST is about 1day (85)0So we cosider a range of DST values

from 10" sec to 10sec.

3.6.1Soft error rate

The soft error rate of 2bit MLC PRAM i s &
to 60006 state, 6iovéen kbayn dEst(héeO réesi st ance dri
by EsY 64®M1H6) . Whi beO0&s deé&epPdawvdsomwBs t&#E00 al ue
6016) depends wdFidule 814 desctibesethe ®dft erRr rates due to
resi stance d+i fot016f as tha todsd Oé& 1\isdddwvahe sofi s h o
error rate increases with DST for different values @foFbo).In the rest of this section,

we focus on R100Sinceit has a much higher impact on the total soft error rate. As
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Rin1,00increases, the soft error rate reduces, santlining 1,00 iIs an effective way

of reducing the soft error rate [17]. A technique to record the DST for every memory

block and then using this to tune the threshold resistances between all the intermediate

states has been proposed in [Blotet hat after Gray code encodi i

6116 state are switched.

1E-3
1E-5
(&)
8 1E7
o
5 - - Es(10->01)
5 1890 Es(01->00):
&= s -
- . —0— Ry 0.00=320KW
P —— Rth(01,00):360KW
1E-13 —— th(01’00)=400KW
—{— Rth(01,00):440KW
' T T T T T T T T T T T T 1
0 1 2 3 4 5 6 7 8

Log,, DST

Figure 31.Es (>0 10001 6) end 0B )( dhlcd ease with dat a

3.6.2Hard Error Rate

0.01+4
1E-34
o 1E-41
5 1E-54
S 1E-6
T R, 01 007 320KW
e
th(01,00)
1E-94 0 Ry 1 00=320KWwith SF
1E-10 4 O Ry 01,00~ 400KW with SF
1E-11 ] 5 Ry 01 00 =480KW with SF
5j6 5i8 6j0 6i2 6j4 6j6
Log,,NPC

Figure 3.5. Hard error rate as a function offg1,000and NPC. Harerror rate drops due
to subblock flipping (SF).
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The hard error rate of 2bit MLC PRAM i s
to 00106 i s 3JMlbisvanfunction offRigyiandethe resistance distribution
of state 00. Ruooyhas m impact on the hard error rate and is not tuned. As NPC
i ncreases, the resistance of state 6006 red
distribution crossing fRo1,00) increases, resulting in an increase in hard error rate. Also,
for any NPC,fiRino1000 S set to a | arge value, the prob
crossing it increases and thereby the hard error rate increases.

The hard error rate reduces when subblock flipping is used. FgiFeshows
that subblock flipping reducdke hard error rate by 6 orders of magnitude for low NPC
and by 23 orders of magnitude for high NPC. This is because for low NPC, the
probability that there is only one Stu8let failure is high, and the errors caused by single

failures can be correctdry a single subblock flip.

3.6.3Total Error Rate

Figure 3.5 shows how the hard error and soft error rate change wih )
This figure also shows how the hard error rate changes with NPC and how the soft error
rate changes with DST. The hard emate reduction due to subblock flipping (SF) is also
shown in Figure 34. This reduction is significant, 2 to 6 orders of magnitude for NPC=

10° cycles, so in the rest of thitiapter we present error rates after subblock flipping.
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Figure 3.B. Softand hard error rate of 2bit MLC PRAM as a function @fdroo). Soft
error rate is calculated when DST is*100° and 18 seconds. Hard error rate is
calculated at 17, 1Pand 16° cycles.

The total error rate is the sum of hard error rate softlerror rate. Figure 371
shows howRio1,00) CaN be chosen so that the total error rate is minimum. This method is
referred to as MTETFor instance, for a storage application with DSTs1thenNPC=
10°° the minimum total error rat@oint A in Rgure 3.18)is achieved when Ro1,00) iS
set at 87K g For higher NPC, e.g. NPC=1f) hard error rate increaseshile soft error
rate decreases and B@1,00) has to be set to a lower value to achieve the minimum total
error rate (Point B in Figur®.17). Reduction in the optimaRip1,00 Vvalues with
increasing NPC for different DST applications is given in Figur8.33ince theoptimal
Rino1,000 reduces as NPC increases, themnmry controller (MC) shoulde able to

monitor NPC and providehé updatedRi1,00) Values to the sense amplifier control

circuitry.
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Figure 3.%. Total error (hard and soft) rate of 2bit MLC PRAM as a function@bfdo
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Figure 3.8. Optimal threshold resistance as a function of NPC for different DST.
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3.7 Devicelevel Error Control

The programming current profile, described in terms of current amplitude and
pulse width, impacts programming energydalatency and also affects the initial
resistance of logical states. In this section, we analyze these effects in details. All the
results of memory energy and latency are generated using HSPICE for a single cell in
45nm technology.

Figure3.19showsthe mpact of the programmPbada@Odburrer
transition. We focus on this transition since it is part of multiple interstate transitions
including any transition to the 060016 or 0610¢
resistane o f state 06006. Now the resistance o
amplitude or pulse width is reduced because the programming current can not provide
enough energy to heat the entire programming region over melting temperature.

Figure3.19(a) ard (b) also show that the programming energy is reduced if the
current amplitude or the pulse width is reduced. We see that, reducing the pulse width is
more energy efficient than reducing the current amplitude. For instance, for the same
mean resistance daction, e.g., from 2.3M Ohm to 1.6M Ohm, which causes the same
hard error rate, reducing current amplitude saves 0.2pJ while reducing current pulse
width saves 0.45pJ. Figu@19(c) shows the hard error rates when NPC i3°16r
different current pulsevidths. We see that if the current pulse width is reduced from 60ns
to 45ns, programming energy is reduced by 25% while the hard error rate increases by

about one decade.
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We

from any other state (see Figu3&0). Here too reducing current pulse width is more

al so

study

t

he i

mp act

of current

prof

energy efficient compared to reducing current amplitude. While the resistance of state

0 1 hd@eages, the rate of increagesery slow Also it results in a small incese in the

corresponding soft errors as shown in Figai29(c).

The above analysis show that tuning the programming current profile affects the

hard error rate significantly (and the soft errors rate mildly). The hard error rate is a

function of the resit anc e

reduct i

on of

the 060060

state

current amplitude or reducing pulse width. Of these two options, reducing the current

pulse width is more energy efficient.
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Figure3.20. Pr ogrammi ng to stated611606. Enecegy redu
of state 0116 due to different programming
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Figure3.21l. Programming (a) latency, (b) energy and (c) soft error rate due to different
programming strategies to intermediate states.

In MLC PRAM, for intermediate states, the programming strategy represented by
the rumber of short current pggs, impact both the memory latency and energy.
According to the FSM shown in Figu®5, the longest programming latency in MLC
PRAM is for programming to stated6l1060. 't in
state 01106 t o 0sdt atoe s@0atde 6almMd .st at ed O
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Thelaencyandke ner gy f or programmi ng t3®l(a3t at e
and Figure3.21(b), respectively. We can see that both the latency and energy increase as
the number of programming steps increase. For instance, latemegses from 510ns to
690ns and energy increases from 52pJ to71pJ if theejOstrategy is used instead of the
6-step strategy. Note that a programming strategy using more current pulses results in a
narrower resistance distribution due to fREAD and \erify process. Figure.21(c)
shows that the soft error rate ofs&p programming strategy is more than one decade
higher than that of the i§tep programming strategy.

Now consider a combination of hr ee->6QQ8& pr ogr asmi ng
correspondingto current width of 45ns, 60ns and 75ns, and three ISPS strategies
corresponding to use ofdiep, 8step and 1&tep programming. Thus, at the devieeel,
we havenine candidate strategies. Strategies 1, 2 and 3 corresporstdp BPS with
current plse width of45ns, 60ns and 75ns, respectively; Strategies 4,5 and 6 correspond
to 8step ISPS with current pulse width of 45ns, 60ns and 75ns, respectively; and
Strategies 7, 8 and 9 correspond tesfd€p ISPS with current pulse width of 4566ns
and75ns, respectively.

Figure 323 shows that, for any programming strategy, the soft error does not
change with NPC, as long as the ISPS is not changed. On the other hand, hard error rate
increases monotonically with NPC. Thus, the memory lifetime is aggghinto two
phases. When NPC is small, the soft error dominates and bgiéofrand Rno1,00)are
increased to lower the total soft error rate. When NPC increases beyond a certain point,

hard errors dominate, and only,@ o0)has to be increased lower the hard error rate.
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Figure 322. Soft errors and hard errors as a function of NPC.
The error performance of these nine programming strategies as a function of NPC
is shown in Figure 23. We see that the nine BERirges are separated into three
clusters corresponding to three ISPS strategies. In each cluster, the three curves
correspond to the three currentd@ud.seTlwe dBHI
distance between these three clusters is about one debadeis larger than the BER
distance between the three curves in a cluster. This observation accords with the soft
error rates of different ISPS strategies in Figui® a@nd hard error rates due to different

current pulse widtbBoe0oo6f i pMébggammi 8g 61106 to
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Figure3.23. Bit error rate of nine programming strategies for different NPC.

3.8. Multi-level Error Control Approach

In order to evaluate PRAM memory reliability, we consider block failure rate
(BFR) as the performance metric.i3ls because the unit of access is typically one block
of memory, and if errors are detected but can not be corrected in a block, the whole block

has to be replaced. BFR and BER are related by the following equation [15].

6OYDQii ¢ B 996 OYp 60Y (Eq. 3.7)
where BER is the bit error rate, which is the input to the E@Cthe correction strength
of the ECC, and N is the block siaA&e consider reliability constraint corresponding to
BFR of 10°. This is quite typical and corresponds to failure of at most 1 block in an hour

when main memory access frequency is 3#4.0

We assume that the number of information bits per block is 512 bits. In the

proposed method, the 2bits in an encoded veorde s epar ated i nto an

contains all the odd bits and an O6evenbd
both the odd block and the even block are of size of 256 bits. The odd block has less
errors and always uses Hamming code. TWeneblock has most of the errors and uses
stronger codes such as BCH.

Figure3.24 compares the BFR achieved by eight BCH codes with error correction
capability ranging from t=1 to t=8. To achieve target BFR of, ibe raw BER of
different codes is diéfrent. For ingnce, while the raw BER of BQt4) is 2.7+10%, it is

1.55*10° for BCH(t=2). A stronger BCH code such as a t=4 code has significantly higher
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latency and energy cost. Our goal is to use a simple BCH code which implies that the raw

BER hasd be aggressively reduced by architecture, circuit and device level techniques.

1, W t=1 @ t=2

0.1
0.014
1E-3 4
1E-4

o 1E-5 A
“ 1E-64
1E-7 4
1E-8
1E-9 4
1E-10

1E-7 1E-6 1E-5
BER

Figure 324. Block failure rate of the different ECC schemes for a 256 bit block.

Gray coding,
2bit interleaving

Odd block * Even block
Subblock
Flipping

Architecture

Threshold
Circuit Resistance

Current Profile Tuning

Device
Hamming BCH
System based ECC based ECC

Figure 3.5. Multi-level approachdr reducing errors in MLC PRAM.
In the following subsections, we present mulével approacks that spans

architecture, circuit and system level to improve the reliability of MLC PRAM. We show
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that the multilevel approach, helps lower the error ratdobe ECC, so that a simple
ECC is sufficient to guarantee memory reliability constraint with low hardware overhead.

Figure3.25 describes the overall scheme.

3.8.1. Simulation Setup

A. ECC Implementation Results

To estimate the hardware cost of the BB&ed ECC scheme, we implement
BCH decoders using an iterative scheme based on infreeseBerlekamgMassey
(SiBM) algorithm. The 2folded SiBM architecture [15] is used to minimize the circuit
overhead of Keyequation solver. The syndromes are calculatgzhrallel and a parallel
factor of 8 is used for calculans in the Chien search blackor small t such as when
t=2, the error locator equation is a quadratic equation, and its roots can be computed
easily [17}[19].

The BCH basedECC schemes (t ramg from 2 to 8) have been synthesized in
45nm technology using Nangate cell library [20] and Synopsys Design Compiler [21].
The synthesis results are listed in Table 3.8. Since odd block uses Hamming code while
even block uses BCH codes, Table 5 alsauiahe$ the additional storage (percentage) due
to ECC in both blocks. For instance, for BCH(t=2), the additional storage overhead for
even block is 6.5% and it is 7.03% overall; the difference is due to the storage required to
store parity bits correspondilgo Hammi ng code and 8 o6fl agb bi
all the BCH codes, the energy and latency of syndrome calculation block is constant
while that of the KES and Chien search block increases as t increases. From Table 3.

we also see that the BCH:R) scheme has significantly lower latency due to the use of
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the fast decoding algorithm. However, when the number of errors is fairly small (less
than 10%), only the syndrome calculation unit is activated, and the additional latency due
to use of strongr codes affects the IPC performance only when the number of errors is
very large.

Table 37. Hardware overhead of ECC decoding schemes (BCH is used for even blocks
and Hamming us used for odd blocks).

Energy (pJ) Latency (ns) Additional Storage

(syndrome+ (syndrome+ Odd(Total)

KES&Chien) | KES &Chien)
BCH(t=8) 40450 25+99.82 28.1% (17.6%)
BCH(t=7) 35+41 25+81.22 24.6% (15.8%)
BCH(t=6) 30+33 25+65.10 21.1% (14.5%)
BCH(t=5) 25+26 25+51.46 17.6% (12.3%)
BCH(t=4) 20+22 25+40.30 14.1% (10.5%)
BCH(t=3) 15+16 25+31.62 10.1% (8.8%)
BCH (t=2) 10+1.5 25+2.7 6.5% (7.03%)
Hamming 4.1 1.8 3.7%

B. CACTI Setup

The CACTI [22] simulation configuration is listed in Tabl&.3We obtained the
PRAM cell memory circuit parameters, suchVIRITE/READ current, restance, and
access latency using HSPICE, and embedded them into CACTI. Since PRAM is a
resistive memory, the equations for bitline energy and latency had to be modified as well.
The rest of the parameters are the same as the default parameters usaiimBiRory

simulator with ITRS low operation power (LOP) setting used for peripheral circuits [23].
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Table 38. CACTI simulation configuration for MLC PRAM

Technology node 45nm

Vdd 1V
Number of banks 8

Burst length 8
Peripheral circuitry| ITRS Low power
No. of R/W ports 1
Temperature 300k

Wire outside mat Global
Interconnection Conservative

The 2bit MLC PRAM cell parameters were obtained using the setting in Table 3.1.
256 cells corresponding to a 512 bit block were simulatedVieiTE/READ operations.
TheWRITEener gy and | atency of stated60006 for ct
75ns are given in Table®8.TheWRITEener gy and | atency of inte
and 06016 c o rsteg 8stepand IGtem programméng strategies are given in
Table 3.10. Note that thaVRITE latency andVRITE energy of two intermediate states
6016 and 06106 are much higher thaWRITEhat of ¢
operation of intermediate states requiredRERAD & verify step after each short current
pulse, as described in Section 3.2. Tabld 3HHows CACTI latency and energy results of
all transitions for Strategy 5 (8 steps and 60ns current pulse width). For the DRAM cache
that is used along with the PRAM main memory in the hybrid memory configoyate
use CACTI in high performance mode.

The ECC unit affects memoREAD latency more than memory energy since the

PRAM WRITE/READ energy is much higher than the energy of ECC unit. HREAD
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latency and energy for different programming transitions istamt, given by 17.23ns

and 3.80 nJ, respectively.

Table 39. CACTI results for 256 cell 2bit ML C
and 6116.
Transition| WRITE Latency (ns)) WRITE Energy (nJ)
U=45ns/60({U=45ns/ 60
11->00 50/65/80 7.12/8.55/9.97
x->11 82 8.08

Table 310. CACTI results for 256 cell 2bit MLC PRAM for programming intermediate

states.
Transition| WRITE Latency (ns) WRITE Energy (1)
6step/8step /10step| 6step/8step /10stef
00->01 225/342/452 29.17/49.6/61.42
00->10 364/451/542 43.52/65.67/80.71

Table3.11. CACTI WRITE latency and energy of interstate transitions corresponding to

Strategy 5.
Latency;Energy
00 01 10 11
00 342ns;49.6nJ | 451ns;65%67nJ| 82ns;8.08nJ
01 147ns;16.63n 598ns;82.30n] 82ns;8.08nJ
10 147ns;16.63n{ 489ns;66.23n. 82ns;8.08nJ
11 65ns;8.55nJ| 407ns;58.15n] 506ns;74.22n|

C.GEMS Setup

We use a single core setting in GEM5 [24] to simulate the performance of a
system wih PRAM based main memory. The configurations used in GEM5 are listed in
Table 3.12 Our workload includes the benchmarks of SPEC CPU INT 2006 [25] and
DaCap@e9.12 [26]. The SPEC CPU INT 2006 benchmarks include perlbench, bzip2, gcc,
mcf, gobmk, hmmer, sj@gn libquantum, h264ref, omnetpp, astar and xalancbmk. DaCapo
benchmarks are written in Java, and consist of a set of open sourcesidiggmeal world
applications with nostrivial memory loads. For GEM5 simulations, the PRAM memory

latency obtained bYCACTI and ECC latency obtained through synthesis using 45nm
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technology are expressed in number of cycles corresponding to the processor frequency
of 2GHz.

To hide the long PRAMVRITE latency, we add a DRAM cache in front of the
PRAM. READ latency from hybd memory includes 95 cycles of wire routing delay,
memory READ operation latencyand ECC decoder latency. The advantages of using
DRAM cache, in terms of energy and latency reduction, are described in S8t
Tradeoffs between energy, IPC andmuoey lifetime based on configuration with DRAM
cache are given in Secti@®8.3.B

Table 3.2. System evaluation configuration

Processor Single core 2GHz. Pipeline 16 stages. -a@ubrder
execution
L1 cache(SRAM) ICache & DCache 64KB, each block i Bytes, 4

way. latency is 4 cycles

L2 cache(SRAM) L2 Cache 2MBgach block is 64 bytes;\8ay. latency
is 16 cycles

Memory bank(PRAM) | OptionalDRAM cache ( 512KB, 1MB, 2MB, 4MB
and 8MB). 2GB PRAM memory. Each block is 64
bytes.READ latency is 95+ECC dmder cycles,
WRITE latency corresponds to programming strate
Benchmarks SPEC 2006, DaCapo

4 instructions per cycle; fetch and at first predicted
taken branch

Regs Physical Integer Regs: 256; Physical Float Regs: 2
4-wide decode/rename/dispatch/isSsMBITE back;
Load Queue: 64ntry; Store Queue: &dntry
4K-entry, 4way BTB (LRU), Ecycle prediction
delay; 32entry return address stack;

4096-entry GShare. E6ycle min. branch
misprediction pen&y

Instruction Fetch

Execution Engie

Branch Predictor

3.8.2 Multilevel Approachl (SF+ R, Tuning)
In this section, weeompare the performance of the differeandidatestrategies

using architecture level and circuit level techniguesimprove reliability. At the
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architecture level, weemploy subblock flipping along with Gray coding and-I&t
interleaving. At the circuit level we employ threshold resistance tuning. We consider two
schemes: minimum total error rate tuning (MTET) scheme described in Section 3.6 and
minimum soft error rate tuning (MSETgseme that fixes Ro1,000and uses a fixed ECC
scheme to correct soft errors.
Minimum Total Error Tuning (MTET) : This scheme tuneRi 1,000 SO that the total
error rate is minimized for a given DST and NPC configuratWhile Rio1,00)tuning
provides an easy way of achieving the minimum possible error taatatisfy the BFR
constraint optimalRio1,00)iS NOt constant and redwwowith increase in NPCFigure 3.8
plots the minimum error rate aft®no1,00) tuning as a function of NPC Horizontal
dashed lines in Figurd.26 correspond to the BER of the different ECC schemes such
that BFR=1Fis guaranteedTo achieve the same memory lifetime under BFR constraint,
lower DSTapplicationgequire lower error correction capability. For instartoeachieve
lifetime of NPC= 16* a DST=10s system requires BCH(t=2) code while a DSTs10
system needs BCH(t=8pde

For systemghat have to suppodpplicationswith multiple DST valuesif the
ECC scheme is fixed, then the seramaplifier needsd be able to support multiple
Rino1,00)values.For instance, if the ECC scheme is fixed&tH(t=3), thenfor DST=1d
sec, Rhorooohas to be set at 276Kq (Point c), 328K
respectivelyThus the number dRino1,00)valuesthat need to be supportdeépends on the

DST values othedifferentapplications. Thle 3.13 describes the ECC schemes, optimal
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Rino1,00) Values andmemory lifetime (in terms of NPClpr applications with different

DST.
PN PN PV
1£.g—~— DST=10°s —o— DST=10"s —— DST=10"s 1g.3; DST=10's ——DST=10's —=—DST=10's
/X / o
-------------------- BCH(t=4)
)
£1E4 T 1E-43
o @
5 5
= i
e £ 1E5;
g 5
g E
£ £
= 1E-6 Rm(01,00):325KW = 1E-64
Rm(o1,oo):36OKW
1E-7 th(lm,om:ssIOKW 1E-7

GjO sz
Log,, NPC

(@)

5.6 5.8

(b)

Figure 3.3 Minimum error rate changes as a function of NPC afigp:iRBoytuning, (a)
when ECC scheme is fixed. (b) whep& ogvalue is fixed.

In order to reduce overhead in teense amplifier circuitry due to support of

multiple Rn1,00) Values, we choose ori@no1,00)vValue. In fact, we choose off1,00)

value and one ECC scheme to guarantee the BFR constraint for the worst case, which

corresponds to the applicationtiwvthe longest DST. In Figure &), bold solid lines

correspond to equ&n1,oovalues. IfRno1,000 S i

x ed

at 360Kqg, BCH(t-=

guarantee BFR=1bfor applications with DST values ranging from*s@c to 18 sec.

The memory lifetime is also determined by the application with the longest DST.

Table3.13 ECC schemes required to meet BFR81&nd corresponding lifetime as well
as optimal Rth(01,00) values for different values of DST.

DST=10ds DST=10s DST=10s
A|lB|C|DJEJF|G]H
t of ECC 123234 3] 4
logioNPC | 5.7| 64| 65| 6.1 6.4] 65| 6.1| 6.3
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Minimum Soft Error Tuning:

distinguishbetweerharderrorsand soft errorand choosé1,00) to minimize the total
error rate for given DST and NPC valuésminimum soft error tuning, we tunengz,oo)
so that the soft errors can be corrected dgva cost ECC codethat guaranteethe

reliability constraintand the remaining hard errors are corrected byng bitlevel code

In minimum total erroratetuning (MTET), we do not

Soft error rate correspondingo three DST values arepresented in Figure8.27.

Horizontal daskd lines indicate the soft error rates that carhbadledby Hamming or

BCH(t=2) to meethe reliability constraint (BFR=18). For instance, for DST=16, if

Rin1,00) is fixed at 360Kq (PointL ), BFR=10® can be achieved by Hamming code

However, if DST=10 sec, Hamming is code not sufficient and a BCH(t=2) code is

required. Specifically for DST=2s, Rin1,00Should be set at 34R q
BCH(t=2) code should be used. FBT=10s, we can either USBin(o1,00) 0f 370K q

(Point N) and BCH(t=3) code ORio1,00)0f 440K q

(Point

(Point

O)

and

M)

BCH(t

always choose the configuration with the cheapest ECC code which in this case is the

BCH(t=2) code (Point O).
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Figure3.27. Minimum soft error tuning for different data storage time (DST).
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Figure 3.3. Hard error rate as a function of NPC after usingofbotuning and ECC to
correct soft errors.

In summary, the soft error rate can be handled by a combindtRn oo tuning
and cheap ECC schemié.does not depend on NPC unlike hard error rate which is a
strong function of NPClrigure 3.28 shows the hard error rate as a function of NPC after
the sdt error rate has been addresssdthreshold resistancerting and ECC for three
values of DST.Note that in Figur®.28, hard erroratecurve of DST=18sis lower than
the hard erroratecurve of DST=16s. That is because in case of DST2sBCH(t=2)
is usedinstead of Hamming to correct soft errdos BFR=10%. This is a stronger code
than Hamming and so a lowBfho1,00)iS sufficient. LowerRi, o1,00results in lower hard
error rate for all NPC values as shown in Figuré.3.1

The hard err@ can be corrected by Higvel hard errorcoding. The memory
controller records the location of hard errors due to cell failusgsg a method that is

similar in spirit to [18][19]. While the existing scheme detdwsd errorduring READ
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by monitoring repeated error patterns, we debtest errorsby aread andverify step
after WRITE. The hard errorlocations are stored in a small SRAM memory in the
memory controller.To correct ersures, the address is compared with hiaed error
locationsstored in the SRAM memorgndthe bits in thosdocationsare flipped This
process costs little latencgince SRAM is used in memory controlldrut requires
additional storage to stohard errofocations.

Evaluation of Different Strategies:

Table 3.14 lists the features of the different candidsiiategiesto guarante
BFR=10%. Strategy 1 is the baseline scheme that only uses ECC. Strategy 2 uses
subblock flipping along with Gray coding and 2bit interleaving to lower hard error rate.
Strategy 3 useRo1,00) tuning to minimize the total error rate (MTET) for a givBST
and NPC. Strategy 4 fixeRio1,00 SO that soft errors are corrected by a fixed ECC
scheme and hard errors are corrected by erasure code (MTST). Strategy 5 uses subblock
flipping along with MTET while Strategy 6 uses subblock flipping along witRSWVI.

For Strategy 1 and Rino1,00value is set at 400K.

Table3.14 Features of candidate strategies.

Subblock flipping| Rino1,00) Additional bits
(per block)

Strategy 1 No N/A; N/A N/A
Strategy 2 Yes N/A; N/A Flag bits
Strategy 3 No MTET; Dynamic| NPC
Strategy 4 No MTST,; Fixed Erasure locations
Strategy 5 Yes MTET; Dynamic| Flag bits, NPC
Strategy 6 Yes MTST,; Fixed Flag bits, Erasure locatior
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A. Error Correctian Performance

Figure 329 shows the error rates of the six candidate gjreseas function of
NPC in the case of DST=19 We pick DST=18s, which is about tlay, to demonstrate
our design methodology.Subblock flipping and threshold resistance tuning result in
lowering the total error rate significantly. Thus, Strategies & @urthat both include
subblock flipping and threshold resistance tuning have the best error performance.
Between Strategy 5 and Strategy 6, while the error rate of Strategy 5 keeps increasing
with NPC, error rate of Strategy 6 is constant upto a certal Wiue and then increases
faster than that of Strategy 5. This is because upto NPEz1be soft error rate of
Strategy 6 can be handled by BCH(t=2), but as NPC increases, the hard error rate become
increasingly larger. For Strategy 5, BCH(t=2) isfisignt to correct both hard and soft
errors upto NPC=1J. Considering that Strategy 6 also uses BCH(t=2) but additional
storage for erasure location (2.4 bits out of 10,000 data bits on average till NBg=10
Strategy 5 is more storage efficient tHatnategy 6 at the expense of peripheral circuitry
needed for adaptive threshold resistance tuning. After NPFGC=Blrategy 5 requires

stronger ECC scheme while Strategy 6 needs meraory to store hard errtmcatiors.
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Figure 329. Error rate of four error correction strategies vs. NPC for DSTs:18rror
rate is combination of hard and soft errors.

B. Storage Overhead

CACTI simulation resultsshow that the averag®VRITE energy of PRAM,
assuming that the four states have e§MRITE probability, is 20.85 nJ, and tHRREAD
energy is 1.9 nJ. Thus PRAWRITE/READ energy is much higher than that of the ECC
unit for all strateges. However the ECC schemes require additional memory to store the
parity bits and thigesults in additional energyf READ. Thus, ECC schemes with
higher additional parity storage have higher energy.

The storage overhead of all strategies (except the baseline) are given in Figure
3.30. The storage overhead calculation includes parity bits of both even and odd blocks,
normalized to the block size which is 2*256=512bits. For odd block, only 10 parity bits
are required due to use of Hamming (266,256) code. For even block, additional storage is

due to ECC parity bits, SF flag bits astwrageof hard error locations
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Figure 3.30. Storage overhead for the candidate strategies for 512 bit block and
DST=10s.

We can see that Strategy 4 and Strategy 6 have the lowest storage overhead for a
large range of NPC values. This is because the ECC scheme for these two strategies is
BCH(t=2) while other strategies use stronger ECC codes which require more parity bi
storagewvhenNPCincreasesForvery high NPC, Strategy 4 and Strategy 6 have to store
hard errorlocations, resulting in an increase in the storage overhead. Alsoioaddit
storage of Strategy 4 is lower than that of Strategy 6 till NPC2 diGe to storage of flag
bits in subblock flipping. However, when NPC is larger thaf®lthe benefit of using
subblock flipping is significant and Strategy 6 is a clear winner.

We pick NPC=18* as the expected memory lifetime and evaluate the overhead of
different strategies in Table 3.15. To achieve this lifetime, baseline has to use BCH code
with t>20 to guarantee reliability constraint. Using only subblock flipping (Stra2¢gy
can reduce t to 8, while using only threshold resistance tuning (Strategy 3) can reduce t to
6. Combining subblock flipping and threshold resistance tuning (Strategy 5) can further

reduce t to 4. Compared to Strategies 3 and 5, Strategies 4 andl®aper ECC code
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with low parity storage along with the storagehafd errofdocations. Note that eadtard

error location needs 8 bits for block size of 256 bits. Strategy 5 has higher redundancy
rate compared to Strategy 6. However, it does not havheae ofhard errordetection

and correction.

Table 3.15.ECC, Rnp1,00@nd storage overhead of all strategies for NPEL1®lock
size is 512 hits)

ECC Storage
scheme | Rino1,00) Paritybits Flag Hard error Redundancy
(odd+even) bits locations rate
Strategyl| BCH(t>20) | 4 0 O K 10+ >200 N/A N/A >40%
Strategy2| BCH(t=8) | 4 0 0 K 10+72 8 N/A 17.5%
Strategy3| BCH(t=6) | 2 8 0 K 10+54 N/A N/A 12.5%
Strategy4| BCH(t=2) | 3 4 0 K 10+18 N/A | Hard erorrs*8 6.4%
Strategy5| BCH(t=4) | 3 3 7 K 10+36 8 N/A 10.5%
Strategy6| BCH(t=2) | 3 4 0 K 10+18 8 Harderorrs*8 7.1%

C. ECC Circuit Overhead

The decoding latency of the different strategies is primarily a function of the ECC
code that is used. The latency of decodimgle bit hard errors quite small. Hard error
correction only needs one cycle tfthe failure bits once the locations are known. Since
MC uses SRAM to store log daaad hard errolocations, comparison with the addresses
of thehard errollocations can be completed by the time dataR&EAD out from PRAM.
Latency of subblock flippings given in Equation 3. When raw BER is™.(nly 3%
blocks need a™ WRITE, on average ConsideringWRITE latency can be covered by
buffering or pipelining data whilREAD latency is more critical to system performance,

the latency of subblock flippinig not significant.
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The twoBCH based ECGchemedhave been synthesized in 45nm technology
using Nangate cell library2B] and Synopsys Design Compilet4]. From thesynthesis
comparison in Tabl8.16 we can see thdhe latency of BCH(t=2) in Schemei® only
12% of that of Scheme 1. However, since the PRAM operation latency, especially
WRITE latency, is much longer than the ECC latency, the effect of different ECC
decoderlatencieson system performance, in terms of IPC is limited [2Bbreover,
sincethe ECC circuit energy is much less compared®ITE/READ energy of a 512bit
MLC PRAM which is hundreds of nano Joul25], we do not discuss the energy or
power consumption difference between these two strategies.

Table3.16Hardware overhead of ECCamling schemes.

ECC Scheme Energy (pJ)| Latency(ns) Area@ )
Strategy5| BCH (t=4) 56 20.8 8873
Strategy6| BCH (t=2) 11.2 2.7 6790
D. System IPC

In this subsection, we study the PRAM based system performance in terms of
system IPC. For GEM5 settingathout DRAM cache, the IPC results for the different
benchmarks are shown in Figure B.& showsthat the IPC otusing a t=8ECC scheme
andmulti-level approacl{Strategy énith BCH t=2) are both lower than theaselinecase
that has no ECCThe averag normalized IPC ofstrategy 6is 0978 andis 0.89 for
baseline Thus, the performance dededion of Strategy6 is very small. Even though the

latency of the ECC unit in baseline is very large, it did not result in massive degradation
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of its IPC. This isbecause th®/RITE latency is significantly larger and the change in

WRITE latency due to the ECC unit is not that large.
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Figure 3.31. Comparison of normalized IPC performance of the tagmory system
using only ECC and muitevel approach for BFR=19 the normalization is with respect
to a memory system that has error correction capability

In summarycomparedo a memory system that has no error correction capability
PRAM memorieghat incorporateonly ECC ormulti-level approacthave much begtr
error correction capability but they cost additional latency and energy. When rauws BER
10%, to achieve BFR=18, memory system with only EC€Eoss about 13% additional
energy and memory system with mulevel approach costs 7% additional energy
comparedto baseline system that has no error correction capabildwever, memory
system with multievel approach has significantly better IPC performance compared to
that with only ECC and only 2.2% lower IPC than the baseline system. Thus a memory
systemwith multi-level approach has excellent error correction performance with small

energy and IPC overhead.

3.8.3Multi-level Approach ZSF+ R, Tuning+ Current Profile Tunirg
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In this subsection, we describe a mulével strategythat adds another levef
control namelythe device levelto thecircuit and architecture levels to further reduce the
error rate Specifically, we adjustprogramming currenprofile at devicdevel, tune
threshold resistance tte circuitlevel and employit interleaving ad subblock flipping
at the architecturevel. While PRAM reliability can be improved by use of the muilti
level strategy, PRAM timing performance is quite poor. So in this section we focus on
hybrid memory architecture where a DRAM cache is usedbufier the accesses to
PRAM memory.

Hybrid memories based on PRAM with DRAM cache [27] or buffer [28] have
been shown to enhance performance and improve lifetime. In this section we tune the
size of the DRAM cache to derive the hybrid memory configuration wiéhlowest
energy and latency. Figur@26 and Figure3.27 present the normalized energy and
normalized latency of the hybrid memory, where the PRAM is of size 2GB and the
DRAM size is varied from 512B to 8MB. The normalization is with respect to the
baselhe configuratiorthat consists obnly a 2GB PRAM memory.

The PRAM memory for both baseline and hybrid configurations implements bit
level partitioning and subblock flipping at the architecture level, threshold resistance
tuning at the circuit level angdrogramming Strategy 5 (8step+60ns) at the device level.
The error rates are small enough that BE#B) can be used for the even block and
Hamming for the odd block to achieve BFRZH NPC=16. For both the odd block and
the DRAM cache, we use Hammi2@E,256) to protect against errors. The SPEC2006

and DaCapo benchmarks are simulated to obtain the access numbers to PRAM and
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DRAM cache; the average numbers are used to generate energy and latency for the
different hybrid memory configurations.

Figure3.32 shows that the total energy of PRAM based hybrid memory is always
lower than the baseline configuration and that the total energy of the hybrid memory
reduces as the DRAM cache size increases. This is because the nuRBADHNVRITE
accesses to PRAMgiificantly reduces when a DRAM cache is used; larger the DRAM
cache, lower is the number of PRAM accesses. However, as DRAM cache size increases,
the DRAM energy increases. For instance, while the DRAM energy is 10% of the total
energy when DRAM cachezs is 2MB, it increases to 24% of the total energy when the
DRAM cache size increases to 8MB. Thus, there is no benefit in increasing the DRAM
cache beyond 8MB. Note that, we do not consider ECC circuit energy since it is very
small compared to memory eggr However use of ECC results in increase in memory
size and this is taken into account in calculating the memory energy.

Figure 3.33 shows the latency of core execution (including L1 and L2 cache
latency), DRAM READ/WRITE latency, PRAMREAD latency andECC decoding
latency, for the different hybrid memory configurations. Note that the Hamming
encoding and decoding latency is only 2 cycles which is insignificant compared to other
latency components and has not bsbown separately in Figure 3.3Since RAM
WRITE is buffered by DRAM cache, we only consider PRAMEAD latency when
READ misses occur in DRAM cache. We see that there is a small variation in latency

reduction as DRAM cache size increases from 512KB to 8MB. Also, while the DRAM
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latency increasefor larger DRAM caches, the PRAREAD latency and PRAM ECC

decoding latency reduces due to fewer accesses.

0.5

PRAM Write
PRAM Read

0.4

o
w
1

Normlaized Energy
o
N
1

o
[
1

0.0 =
512K im 2M aM 8M

DRAM Cache Size(Byte)

Figure 3.32. Normalized energy of PRAM based hybrid memory. The normalization is
with respect to PRAM memory only baseline.

0.60 7 -
] V777 ECC Decoding |l DRAM
0.55 4 B Ccore exe KXY PRAM READ
050 P
0.45 V // v 7 7
N\ N
2 0401 N Ay NN
2 035 & B
© 0-351
i |
o 0.30
8 0.25
T 7] R RO
1 PCIRXS BRI R
IR K5
Z 015 ] BRIKA B8 | ERRREERT Rs
154 K5 RIS
T RSEEEEKL] RRKKKKS QL RXXXKRK] SRR
’ R PEHRHRRK QA R [
E SR 00000202020 K RRIKRREKA KRS
55 RIS
KK RKHKIES QL IRXXIKRK] REKK
s (B B B b B
0.00 4 K] REIIXIK KRR B8

DRAM Cache Size(Byte)

Figure 333. Normalized latency of PRAM based hybrid memory. The normalization is
with respect to PRAM memory only baseline.

We analyze the tradeoffs between programming energy and memory lifetime for

memory reliability of BFR=19 for two cases. Fst, if the PRAM ECC code is set by the
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manufacturer, then we show how different programming strategies result in different
memory lifetimes and different energy consumptions. Next, if we have a specific memory
lifetime requirement, to achieve BFR=3,0ve see that different programming strategies
have to use different ECC codes. We show the tradeoffs between programming energy
and memory performance in terms of system IPC. In both cases, we consider the ECC
coding latency but do not consider the ECC cgdimergy because it is much smaller
than that of PRAMREAD/WRITE energy. All results are presented for hybrid memory

with PRAM of size 2GB and DRAM cache of size 8MB.

Tradeoffs between Programming Energy and Memory Lifetime for Fixed ECC

If the ECC is ixed by the manufacturer, then different programming strategies
result in different programming energy and memory lifetimes. We do not compare the
IPC of different strategies in this ssgbction. This is because the DRAM cache is very
effective at hidingthe PRAM programming latency and so the difference8VRITE
latency among nine strategies do not impact the system IPC. Bidrplots the BER
vs. NPC curves for Strategy 1-¢6ep + 45ns), Strategy 5-88ep + 60ns) and Strategy 9
(10-step + 75ns).n all cases, the BER increases with N®& only consider BCH (t=2)
code for the even bloclSince itcan achieve the target BFR of &for a raw BER of
2*10°. If Strategy 1 is used (marked by point A), NPCX40f Strategy 5 is used
(marked by poinB), NPC=1G"* if Strategy 9 is used (marked by point C), NPC&10

Strategy 9 has a significantly larger lifetime thereby reiterating that more steps in ISPS

and | onger current -wo@d0d iesplrtogriammi ogg &rl 116
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Figure 334. For a fixed ECC code, different programming strategies result in different
memory lifetimes (in terms of NPC).
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Figure 335. Tradeoff between programming energy of one 512 bit block and memory
lifetime of all nine strategies

Figure 3.35 shows the traddf between programming energy and memory
lifetime for all nine strategies. The energy numbers correspond to the energy of one block

of size 512 bits (256 cells) averaged over

(@)

and bit 61 being equal
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We see that, increasing current pulse width while keeping the number of steps in
ISPS constant results in significant lifetime enhancement for little increase in
programming energy. For instance, Strategies 4, 5 and 6 all use 8 steps but increasing the
current width from 45ns (Strategy 4) to 75ns (Strategy 6), memory lifetime increases
from 1F*cycles to 18 cycles. However, if we keep the current pulse width the same
and increase the number of programming steps, both the lifetime and the proggammin
energy increases. For instance, if we switch from 6 steps (Strategy 4) to 10 steps
(Strategy 7), the lifetime increases front¥&ycles to 186% cycles, but the energy also
increases from 165pJ to 195 pJ. Thus strategies 3, 6, 9 offer a good cisefretween
programming energy and memory lifetime. Use of Strategy 9 instead of Strategy 3
increases memory lifetime from*€cycles to 16*cycles (50 times longer) at expense of
programming energy increasing from 122nJ to 195nJ. If the total enertipe diybrid
memory is considered, this corresponds to average access energy increase from 230nJ to

303nJ, which is a 31% increase.

Tradeoffs between Programming Energy and System Performance for Fixed NPC

Next, we analyze the tradeoff between programmimgrgy and system
performance, for a specific lifetime requirement corresponding to NPC°afyti@s. If
NPC is fixed, then different programming strategies have to use different ECC codes to
satisfy the BFR constraint. FiguBe36 shows that, if the memgiifetime is 16 cycles,
Strategy 1 should use BCH(t=8), Strategy 5 should use BCH(t=3) and Strategy 9 should

use BCH(t=2).
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The READ latencies of the different strategies listed in TahlE2 are input to
GEMS5 to obtain the system IPC. The ECC decodatericy is the sum of the latencies of
the syndrome calculation unit and the KES as well as Chien search units in the worst case.
However, if the BER is low (less than )0 then most of the time only the syndrome
calculation unit is activated and the E@ency is primarily a function of that of the
syndrome calculation unit. Tablg.17 gives the totalREAD latencies for the nine
strategies in the worst case when the lifetime constraint is NP@yt@s. Note that the

READ latency includes the ECC dednd latency and the memoBEAD access latency.
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Figure 336. For a given lifetime, different programming strategies require different ECC
codes.

Table 3.7. Worst case latency of 9 strategies under the lifetime constrainf ofd@s.

Strateges 1 2 3 4 5 6 7 8 9

READ Latency(ns) | 117.1| 82.4 | 68.8 | 68.8 | 48.9| 48.9| 48.9| 20.0| 20.0
(Equivalentcycles) (235) | (165)| (138)| (138)| (98) | (98) | (98) | (41) | (41)

Error corr. capability{ 8 6 5 5 3 3 3 2 2
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Figure 3.3. Tradeoff betwee programming energy (normalized) and system IPC
(normalized); the normalization is with respect to PRAM baseline configuration.

The normalized IPC of nine programming strategies (averaged over all
benchmarks) and their normalized programming energiesharen in Figure3.38 Note
that the programming energy in Figu8&7 includes the effect of increase in storage size
due to additional parity bits. Overall, the normalized IPC increases as the programming
energy increases; however, beyond Strategy 3g#ie in IPC is quite small. T& is
because Strategy 4~9 havewer BER and thus their ECC latency is primarily
contributed by the syndrome calculation unit which is the same in all cases. In this case,
we see that Strategy 3 is a clear winner since ith@fowest energy consumption while

its IPC is almost the same as other strategies.

3.9. Conclusion

In this chapterwe describd a multttiered approach thapannedievice, circuit,

architecture and system layers to improve the reliability of 2bit MRA&M. As a first
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step, we derivé detailed models to characterize hard errors and soft errors in an MLC
PRAM. At the device levelwe proposd a new method based on programming current
profile tuning. We shoedthat increasing current pulse width for pragnmi ng st ate 00
or increasing number of current pul se for [
programming energy but reduces hard and soft error ratdbhe circuit level, we usk
threshold resistance tuning to achieve the lowest BER for a gwbination of DST
and NPC. At the architecture level, we sleothat Gray coding and-Bit interleaving
results in low BER in odd bits (subblock) and high BER in even bits (subblock). Use of a
combination ofall techniquesncluding current profile tunig, enables us to use cheaper
ECC to achieve theeliability constraint. For instance, to achieve BFR of 18t 16
cycles, it is sufficient to useeCC with t=3 instead of t=8 for the nominal programming
current profile (Strategy 5).
We alsoapplied themulti-level approach to improve the reliabiliof a hybrid
memory built with PRAM of size 2GB and DRAM of size 8MB. We faatien hybrid
memory since it hidethe PRAMWRITE latency andmproves IPCby more than 20%.
We showed that for a given BFR consird, if ECC unit is predeterminetty the
manufacturermemory lifetime can be increased with only a mild increase in energy by
increasing the current pul $\Ve alseifodnd khat,fifo r prog
thereis an additional constraint of memdrgtime, then strategies with larger number of
current pulses result in higher IPC but also significantly higher energyconduded
that reducing the pulse width f oreffegtiveogr ammi r

way to improve IPC with low eargy overhead.
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CHAPTER4

SPINTORQUE-TRANSFER RAM MEMORY

4.1.Introduction

STT-MRAM has the advantages of lower power consumption and better
scalability over conventionahagneteresistive randoraccess memorfMRAM) which
uses magnetic fields to flip the active elemeS8ET-MRAM has shorteREAD/WRITE
latencyand can be used as L3 cache unlike PRAM which can only be used aslextern
memory These memorieslso have errorghat are caused byaridion in the access
transistor sizes (WI/L), variation ingy MTJ geometric variation and initial angle of the
MTJ.

In this chapter we propose use afcuit level technique combined withECC
schemes to improve the error performance of &RIAM. We show howoltage boosting,
WRITE pulsewidth adjustment and access transistor W/L sizing can be used to improve
thar reliability. In [44],[82], effect of access transistor sizing and processati@mni on
reliability and energy consumption has been studied. In addition, [83] also studied the
effect of WRITE pulse width and process variation on reliability. In our work, we
consider the joint effect oWRITE pulse width adjustment and voltage boogtim
improve reliability with lower overhead his work was presented in [34].

The rest of the chapter is organized as follows. Section 4.2 describes the basics of
STT-RAM cell operation along with an accurate physical model. Section 4.3 describes
the causs of READ/WRITE failures in an STIRAM cell. Existing work has been

summarized in Section 4.4. Section 4.5 proposes circuit parameter tuning to address these
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errors. Section 4.6 focuses on BCH based ECC schemes along with the synthesis results.

The conclgion is given in section 4.7.

4.2.Background

4.2.1Memory Cell Structure

In STT-RAM, the resistance of the magnetic tunneling junction (MTJ) determines
the logical value of the data that is stored. MTJ consist of a thin layer of insulator {spacer
MgO) abait ~1nm thick sandwiched between two layers of ferromagnetic material [41].
Magnetic orientation of one layer is kept fixed and an external field is applied to change
the orientation of the other layer. Direction of magnetization angle (parallel (P)ior ant
parallel (AP)) determines the resistance of MTJ which is translated into storage. Low
resistance (parallel) state which is accomplished when magnetic orientation of both layers
is in the same direction corresponds to storage of bit 0. By applying dxXtelthdigher
than critical field, magnetization angle of free layer is flipped by’ 1@fich leads to a
high resistance state (a@rallel). This state corresponds to storage of bit 1. The

difference between the resistance values of parallel anepanatiel states is called

tunneling magnetoesistance (TMR) defined &s- 2 —— where2 and2 are
the resistance values at ap#rallel and parallel states. Increasing the TMR ratio makes
the separation between states wider and improves the reliability of the cell [82]. Figure

4.1 describes the cell structuré an STFRAM and highlights the parallel and anti

parallel states.
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Figure 4.1 STT-MRAM structure (a) Parallel, (b) Anparallel, (c) MTJ circuit structure.

TJ

A physical model of MTJ based on the energy interaction is presented.
Magnetization angle of the free layer is determined based on the dimensions of MTJ and
the external fieldapplied. Energies acting in MTJ are Zeeman, anisotropic and damping
energy [84]. These energy types determine the change in magnetic orientation, alignment
of the magnetization angle along the fixed axis and are used to form the LLG (Landau
Lifshitzi Gilbert) equation. The stable state of MTJ corresponds to minimum total energy.

State change of MTJ cell can be derived by combining these energy types:

dﬂ:_%msﬁ+i®73d—M+Ksinqcow
dt M.t (Eq. 4.1)
whereM is magnetic moment,gli s vacuum permeability, U

an equation can be modeled using Verfodgo simulate the circuit characteristics of

STT-RAM. For instance, differential terms are modeled using capacitance while Zeeman
and darping energy are described by voltage dependent current source. The voltage of
the capacitor indicates the evaluated state (magnetization angle) which is further

translated to resistance of MTJ.
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4.2.2STFMRAM Operation

Consider the cell structure consigfiof an access transistor in series with the
MTJ resistance illustrated in Figure 4.1(c). The access transistor is controlled through
WL, and the voltage levels used in bit line (BL) and select line (SL) lines determine the
current which is used to adjuse magnetic field.

There are three modes of operation for an - &AM: WRITE-0, WRITE-1 and
READ. We distinguish betweeWRITE-0 andWRITE-1 because of the asymmetry in
their operation. In general, direction of the current duiRITE -0 and READ
operaton are the same, while the magnitude of the current is fairly high (approximately
10X) during theNVRITE operation.

For READ operation, current (magnetic field) lower than critical current
(magnetic field) is applied to MTJ to determine its resistance.dtatv voltage (~0.1V)
is applied to BL, and SL is set to ground. When the access transistor is turned on, a small
current passes through MTJ whose value is detected based on a conventional voltage
sensing or selfeferencing schemes [85].

During WRITE operation, BL and SL are charged to opposite values depending
on bit value that is to be stored. DurifgRITE-O, BL is high and SL is set to zero,
whereas duringVRITE-1, BL is set to zero and SL is set to high. The asymmetric
structure of WRITE-O and WRITE-1 operations motivates SL line to beher than
nominal duringWRITE-1 so that both operations generate comparabite-current.

Such a circuit technique is elaborated in the next section.
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4.3.Errors in STFMRAM

4.3.1 Error Classification

There are searal factors that affect the failure in SRIAM memories: access
transistor manufacturing errors such as those due to random dopant fluctuations (RDF),
channel length, and width modulations, geometric variations in MTJ such as area and
thickness variatiorand thermal fluctuations that are modeled by the initial magnetization
angle variation [46]. Note that all these variations cause hard errors.

Apart from errors that are caused by process variations, MTJ also suffers from
time dependent reliability issueMTJ structure consists of a very thin insulating layer
(~1nm) and voltage across MTJ can be approximately-Q¥WVThis results in a very
high electric field across the thin insulator (~10MV/cm) which can cause time dependent
dielectric breakdown (TDDB)With high scaling, the electric field across insulating layer
rises, thereby increasing the possibility of TDDB.

Next we consider the effect of key process variation factors on the error rate. The
effect of RDF on threshold voltage is typically modeleithvan additive iid Gaussian

distribution. Variance of threshold voltage of a MOSFET is proportional to

A x ——=hwhere EOT is oxide thickness, andand7 are length and width of the

transistor, respectively. For 32n/, is approximately between 40 to 60mV [86]. We
model CMOS channel length and width variation using i.i.d. (independent and identically
distributed) Gaussian distribution with 5% variation. These variations induce change in
the drive current of the transistavhich results in increase on variation in b&BEAD

and WRITE operation. Variation in tunneling oxide thickné3s and surface area
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! of MTJ are the main causes behind the random resistance change in MTJ material.
Resistance of the MTJ igroportional t&@ pf! A [44]. In our simulations,

we set the nominal values & () to 2.25K andZ ) to 4.5K and modeled the variations
using i.i.d. Gaussian distribution with 2% variance for thickness and 5% variance for the
area [44]. Furthermore, initial magnetization angle of the MTJ affects the duration of the
WRITE operation, since it induces extra resistance when the angle is not aligned properly
at the initial state. Such variation is also modeled using i.i.d. Gaussiaiution with

0.1 radian variance [82]. The nominal values and variance of the device parameters are
listed in Table 4.1. We consider 40mV variation for RDF when width of 128nm which is
equivalent to W/L=4 and scaled it for different W/L ratios.

Table 41. Device Parameters of STMRAM.

Nominal Variance
Transistor Channel Length(nm 32 5%
Transistor Channel Width (nm] 96,128,160 5%
Transistor Threshold (RDF) | 0.4V A =40mV
2 (Parallel) 2.25K ~6%
2 (Anti-parallel ) 4.5K ~6%
MTJ Initial Angle 0 0.1a

4.3.2Errors in READand WRITEOperations

The reliability of an STIRAM cell has been investigated by several researchers.
While [82] studied the failure rate of a single SRAM cell using basic models for
transistor and MTJ resistance, pges variation effects such as RDF and geometric
variation were considered in [46], [87]. In this section, we also present the effects of

process variation and geometric variation. We add the variation effects to the nominal
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Hspice model of STIRAM and useMonte Carlo simulations to generate the error rates
caused by each variation.

READ Operation: DuringREAD operation, BL is set to 0.1V, SL is set to ground
and the stored value is determined based on the current passing though the MTJ. Figure
16 describeshe READ current distributions for 32nm technology (nominal voltage is
0.9V) for transistor W/L=4. Threshold current value is used to distinguish between 2
states READ-O andREAD-1). Typically there are two main types of failures that occur
during theREAD operation:READ disturb and falsREAD. READ disturb is the result
of the value stored in the MTJ being flipped because of large current RERD. False
READ occurs when current of parallel (aptarallel states) crosses the threshold value of
the ani-parallel (parallel) state as illustrated in Figure 4.2. In our analysis we find that the
false READ errors are dominant during tHREAD operation, thus we focus on false

READ:s in the error analysis.

0.061 Thresholdmm
0.05f 4 n

0.04+

0.03

0.02f

Probability Distribution

0.01

Read Current x 107

Figure 4.2 Failures occur when the distributi® of READ-O and READ-1 current
overlap.

WRITE Operation: DuringVRITE 0O, BL is high and SL is set to zero whereas
during WRITE-1 BL is set to zero and SL is set to high. Figure 4.3 illustrates the
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WRITE-O time distribution of a ST'RAM cell for access ansistor size of W/L=4,
BL=0.9V, SL=0. We observe that such a distribution has a long tail unlike a Gaussian
distribution. DuringWRITE operation, failures occur when the distributionVeRITE
latency crosses the predefined access time as illustratedure.3WRITE-1 is more
challenging for an ST'RAM device due to the asymmetry of tNéRITE operation.
During WRITE-1, access transistor and MTJ pair behaves similar to a source follower
which increases the voltage level at the source of the accessttraasd reduces the
driving WRITE current. Such a behavior increases the time required for \SfEE-1

operation.
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Figure 4.3. Distribution olWRITE time during WRITE-O. Failure occurs when the
WRITE-O distribution crosses the threshold value.

Talbe 4.2 shows the BER faREAD and WRITE operations of STIRAM at
nominal conditions corresponding @ =0.9V, WRITE pulse =25ns6 =0.1V and

access transistor size of W/L=WRITE-1 has very high BER compared YWRITE-0
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which has a BER gb 11 . The effect of such asymmetry WRITE operation on system

reliability has also been presented in [44], [87].

Table 4.2. Bit error rates of a single SRRAM cell.

READ (VREAD = WRITE (pulse width = 25ns)
0.1V)
0 1 0 1
~p T xXpm [X1’pm ~W’ P T

The variation impacts of the different parameters are presented in Figure 4.4 for
READ andWRITE operations. To generate these results, we changed each parameter one
at a time and did Monte Carlo sihations to calculate the contribution of each variation
on the overall error rate. We see that variation in access transistor size is very effective in
shaping the overall reliability; it affects thREAD operation by 37% andRITE
operation by 44% with gnWRITE-O and WRITE-1 having very similar values. The
threshold voltage variation affects ttRITE operation more then tHREAD operation.

Finally, the MTJ geometry variation is more important in determiningRBAD error

rate as illustrated in Figure4Db).

MTJ IA 8% Transistor V. 37%
39% . 1% MTJ Al
Transistor Z
W/L
20%
i Transistor V,

44% s
9%

MTJ Geometry 42% MTJ Geometry

(@) (b)
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Figure 4.4. Effects of different variations on SMRAM. (a) WRITE operation. (b)
READ operation.

4.4.Related Work

Recently, many studies have been performed toyamahe impacts of MTJ
device parametric variability and the thermal fluctuation on theliéty of STT-RAM
operations. A summary of thmajor MTJ parametric variations affecting the resistance
switching was presented in [43] followed by design fof2 To1 JSRAM design for
yield enhancemenf thermal noise model to evaluate the thermal fluctuations during the
MTJ resistance switching procesas presented in [83A quantitative statistical analysis
on the combined impacts of both CMOS/MTJ device vianatand thermal fluctuations
was presented in [89A compact MTJ switching model that is derived from the MTJ
macremagnetic modelingvas conducted in [90]Compared to the previous work, the
model in [90] costs less simulation time but it still uses mlarated equations and
iterations in SPICE simulatiomn contrast, the method in [48fansfers the fundamental
LandaulLifshitz-Gilbert (LLG) equation into a passive RC network, in which all
components are closédrm solutions of device geometry and miateproperties. The
new SPICE model efficiently generates the transient behavior under all programming
conditions. The physical basis of model derivation further helps gain design insights on
STT-MRAM.

To reduce the error rate in STMRAM, several techmjues of device and
peripheral circuit design are proposed. A methodology of optimizing\8RAM cell
design was proposed in [91] to estimate and minimize the operation errors. In this method,

given the MTJ device parameters, the NMOS transistor sizeslardated based on the
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designed (nominal) values of both MTJ and CMOS parameters. Next, the device
parameteisamples are sent to the Moi@arlo-based SPICE simulations to collect the
WRITE currents samples through the MTJs. The final step takes intoradbeuthermal
fluctuation effects and the fluctuation of magnetic anisotropy to calculate the distribution
of the MTJ switching time and th&/RITE errors. In [43], an architectusavare cell

sizing algorithm utilizes the tradeoff betweREAD failures anl WRITE failures, that

high WRITE current amplitude due to large current driver MOSFET results in low
WRITE failure but the increased size of MOSFET causes disturbs in data sensing. Thus,

this algorithm reduceREAD failures and cell area at the expens®RITE failures.

4.5.Circuit Level Techniques for Reducing Error

In this section we show how WI/L sizing of access transistor, voltage boosting and
pulse width adjustment can be used to improve the reliability of the RBIM cell.
Access transistor sizingas been investigated in [82], [44], effect of process variation as
well asWRITE pulse width has been studied in [44], [45], [87] and voltage boosting of
word line has been considered in [44], [92]. In our work we also $READ reliability
and investigee the effect of combination &VRITE pulse width and voltage boosting on

the WRITE reliability.

4.5.1Effect of W/L oAccessTransistor

The width of the access transistor has two effects on RRAD current
distribution: it reduces the effect of RDF \ation and improves the reliability by

increasing the distance between the mean ofRBAD-0 and READ-1 distributions.
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Figure 4.5 illustrates this phenomenon by plotting READ current distributions for
three WI/L ratios of the access transistor. Thugdas the W/L ratios we can choose the
threshold value that maximizes the detection probability, which in return minimizes the
BER. For instancex EAAY, off %2 ¢ p 1 ; it reduces td' %2 T& v

p 1 when the size increases to W/L5. Even though asirgg W/L improves the
reliability for the READ operation, it reduces the cell density and increases the power

consumption.

Figure 4.5Distribution ofREAD current for different access transistor sizes.

We also looked at the effect of W/L ratio WRITE failure. When W/L ratio of
the access transistor increases, its current driving capability is enhanced and the
necessary time duration for a successMRITE operation is reduced. Figure 4.6
illustrates the BER valVRITE time duration of aVRITE-1 opeation for three different

values of WI/L.
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